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ABSTRACT

It is reported herein that the North Atlantic Oscillation (NAO), which has been known to directly affect winter weather conditions in western Europe and the eastern United States, is also linked to surface air temperature over the broad southwestern U.S. (SWUS) region, encompassing California, Nevada, Arizona, New Mexico, Utah, and Colorado, in the early warm season. The authors have performed monthly time-scale correlations and composite analyses using three different multidecadal temperature datasets. Results from these analyses reveal that NAO-related upstream circulation positively affects not only the means, but also the extremes, of the daily maximum and minimum temperatures in the SWUS. This NAO effect is primarily linked with the positioning of upper-tropospheric anticyclones over the western United States that are associated with development of the positive NAO phase through changes in lower-tropospheric wind directions as well as suppression of precipitation and enhanced shortwave radiation at the surface. The effect is observed in the SWUS only during the March–June period because the monthly migration of anticyclones over the western United States follows the migration of the NAO center over the subtropical Atlantic Ocean. The link between the SWUS temperatures and NAO has been strengthened in the last 30-yr period (1980–2009), compared to the previous 30-yr period (1950–79). In contrast to the NAO–SWUS temperature relationship, El Niño–Southern Oscillation (ENSO) and the Pacific decadal oscillation (PDO) show only marginal correlation strengths in several limited regions for the same 60-yr period.

1. Introduction

It has been well established that interannual atmospheric and oceanic variabilities strongly affect regional weather by modulating the atmospheric circulations and, by extension, precipitation and surface air temperatures through atmospheric teleconnections (Shukla and Wallace 1983; McCabe and Dettinger 1999). The linkages between multiple climate indices [e.g., El Niño–Southern Oscillation (ENSO), Pacific decadal oscillation (PDO), North Atlantic Oscillation (NAO), Atlantic multidecadal oscillation (AMO), and Arctic Oscillation (AO)] and weather conditions in the United States have been extensively investigated and documented in a number of studies (e.g., Hurrell and van Loon 1997; Gershunov and Barnett 1998; Wanner et al. 2001; McCabe et al. 2004; Sutton and Hodson 2005; Ault et al. 2011; Loikith and Broccoli 2012).

ENSO and NAO/AO are among the most important indices for measuring climate variability. In the southwestern United States (SWUS), El Niño years introduce anomalously wet and cold winters as a result of enhanced
subtropical jets (Ropelewski and Halpert 1987; Gershunov and Barnett 1998; McCabe and Dettinger 1999; Myoung and Deng 2009). On the other hand, the southeastern U.S. region is more likely to experience above-normal winter temperatures accompanied by below-normal snowfall in positive NAO years (Hurrell and van Loon 1997; Kapala et al. 1998; Higgins et al. 2000). Recently, reduced precipitation patterns and associated drought conditions in winter and early spring over the western United States (WUS) have been suggested to be linked with AO variability (McAfee and Russell 2008; Wang et al. 2014). The changes in NAO phase and intensity are also responsible for interannual variability and long-term trends of wintertime temperatures and rainfall extremes in the southeastern United States, the northeastern United States, and western Europe (Wettstein and Mears 2002; Brown et al. 2008; Scaife et al. 2008).

Some of the weather phenomena have been linked to multidecadal oscillations of sea surface temperature (SST) in the Pacific and the Atlantic Oceans (Dettinger et al. 1998; Enfield et al. 2001; Knight et al. 2006). For example, the PDO tends to substantially modulate the strength of the ENSO teleconnections in the WUS (e.g., intensification of the positive link between ENSO and winter precipitation in the SWUS under a positive PDO phase) (Gershunov and Barnett 1998; McCabe and Dettinger 1999; Brown and Comrie 2004). Several studies have also emphasized the role of the AMO in the intensification of Atlantic hurricanes and summer precipitation in the United States (Goldenberg et al. 2001; Curtis 2008). McCabe et al. (2004) asserted that phase combinations of the PDO and AMO are known to be critical to the occurrence of multidecadal droughts in the continental United States.

The impacts of SST variability are generally weak during the summer, although the link between summer rainfall variability [e.g., the North American monsoon (NAM) and the southeastern U.S. precipitation] and ENSO has been reported in earlier studies (Mo and Schemm 2008; Wang et al. 2010). This is primarily because the effects of local land–atmosphere interactions dominate remote SST effects (Myoung and Nielsen-Gammon 2010; Loikith and Broccoli 2012, 2014). In the spring and fall, some of the climate variability may have nonnegligible effects on U.S. weather and weather-related phenomena (e.g., Ault et al. 2011).

NAO is an internal variability of the atmosphere, and has dominant periods ranging from a few weeks to a few years. As described above, a number of previous studies have investigated the relationships between various climate indices (NAO, etc.) and temperature variability in North America, including the United States (Hurrell and van Loon 1997; Kapala et al. 1998; Higgins et al. 2000; Wettstein and Mears 2002; Brown et al. 2008; Wang et al. 2014). However, the connection between the NAO and the weather in the SWUS has received little attention (McAfee and Russell 2008) because the seasonal time scales that many previous studies have employed were too long to capture possible connections between the NAO and temperatures in the SWUS, which occur on shorter time scales (e.g., monthly). If the connection migrates in conjunction with the migration of the NAO center monthly, it may be obscured by averaging over a season. Additionally, the NAO teleconnection patterns may vary with climate regimes. For example, the climate shift in the late 1970s is known to have considerably changed Northern Hemisphere atmospheric circulation and teleconnection patterns (Trenberth 1990; Trenberth and Hurrell 1994).

The present study examines the relationship between mean and extreme daily temperatures in the SWUS and various climate modes, including the NAO, AMO, ENSO, and PDO. The focus is not only on the relationship between the climate modes and temperatures, but also on the spatial and temporal changes of the relationship. Temperature variability over the SWUS in the early warm season (i.e., spring and early summer) is critical for snowmelt onset and water resource management (Mote et al. 2005; Stewart et al. 2005). The growth and productivity of crops is also significantly affected by temperature variability in this period, because spring weather conditions affect planting and early phase crop development (Larcher 1995; Porter and Semenov 2005). We also explore the mechanisms underlying these connections by analyzing atmospheric circulation during the positive or negative phases of the corresponding climate modes.

2. Data and methods

The monthly mean NAO (Hurrell 1995; Jones et al. 1997), ENSO (Trenberth 1997), Southern Oscillation index (SOI) (Ropelewski and Jones 1987), PDO (Zhang et al. 1997; Mantua et al. 1997), AMO (Enfield et al. 2001), Pacific–North American (PNA) (Barnston and Livezey 1987), and AO (Thompson and Wallace 1998) indices used to examine climate variability are obtained from the National Oceanic and Atmospheric Administration Climate Prediction Center archives (http://www.esrl.noaa.gov/psd/data/climateindices/list/). The ENSO index is based on the Niño-3.4 SSTs. For the temperature field [2-m daily mean daily temperature ($T_{\text{ave}}$)], we use the three different monthly datasets of the National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) reanalysis (R1) (2.5° × 2.5°) (http://www.esrl.
noaa.gov/psd/data/gridded/data.narr.html) (Kalnay et al. 1996), the Climatic Research Unit (CRU) \((0.5° \times 0.5°)\) (http://www.cru.uea.ac.uk/data) (Mitchell and Jones 2005), and the North American Regional Reanalysis (NARR) \((32\text{km})\) (http://www.esrl.noaa.gov/psd/data/gridded/data.narr.html) (Mesinger et al. 2006). Among these three datasets, CRU provides 2-monthly mean daily maximum \(T_{\text{max}}\) and minimum \(T_{\text{min}}\) air temperatures. In NARR, 3-hourly temperatures are available, so daily time series of \(T_{\text{max}}\) and \(T_{\text{min}}\) can be determined using daily maximum and minimum temperatures, respectively. The atmospheric variables, 500-hPa geopotential heights, 850-hPa winds, vertical wind velocity, cloud cover, and net shortwave radiation flux at the surface are obtained from R1. The analysis domain covers the entire United States, with special emphasis on the SWUS region, which includes California, Nevada, Arizona, New Mexico, Utah, and Colorado. The analysis covers the 60-yr period from 1950 to 2009, except for the NARR data, which are available only for the 30-yr period from 1980 to 2009.

Our methodology of analysis is based on the linear correlation coefficients between the monthly mean values of these climate indices and the three temperature fields in the 60-yr period after removing the long-term linear trends from all indices and variables. To investigate whether these relationships have been changed by the climate shift in the late 1970s (Trenberth 1990; Trenberth and Hurrell 1994), we also examine differences of relationships between the earlier and later 30-yr periods (1950–79 and 1980–2009, respectively). Statistical significances of the differences are calculated using a bootstrap resampling technique, following Gershunov and Barnett (1998). Random selections of 30 yr out of the 60 yr and the remaining 30 yr are repeated 1000 times.

Composite analyses of extreme positive and negative years of a climate index in the 60-yr period are performed for various atmospheric variables (e.g., geopotential height at 500 hPa and winds at 850 hPa) in order to find the atmospheric circulation responsible for the relationships between temperature and climate indices. A statistical significance test for the composite analysis is also performed by the bootstrap resampling technique by repeating 1000-time random selections without replacement.

3. Results

a. NAO and temperature relationships

The 60-yr (1950–2009) Pearson correlations between NAO and \(T_{\text{ave}}\) from R1 and CRU are shown in Fig. 1 and Fig. 2, respectively. Because of negligible auto-correlations of temperature and NAO in each month, samples are assumed to be collected independently. Positive correlations (i.e., higher surface temperatures in positive NAO years) are prevalent in the eastern United States and south-central United States in January and February (not shown), as noted in previous studies (Hurrell and van Loon 1997; Kapala et al. 1998; Higgins et al. 2000). In March, the regions of the positive correlation, significant at the 95% confidence level, cover most of the continental United States, including the SWUS [Fig. 1a(i)]. They appear over the WUS and northeastern United States in April [Fig. 1a(ii)], but in May, they are limited to most of the SWUS (e.g., California, Arizona, Nevada, and Utah) and north-central United States (e.g., Wyoming, North Dakota, South Dakota, and Nebraska) [Fig. 1a(iii)]. In June, the relationship in the SWUS becomes weak, but it intensifies in the north-central U.S. region (e.g., Wyoming, North Dakota, South Dakota, and Nebraska) [Fig. 1a(iv)], indicating that the relationship shifts northward. The northward shift continues in July (not shown), demonstrating the regions of strong correlation moving into the northern part of the WUS (e.g., Washington, Oregon, Idaho, and western Montana) in July. The NAO–temperature link becomes weak in August and completely disappears from the WUS region after September until February (not shown).

The results in Fig. 1a indicate that the interannual temperature variability in the SWUS during March–June (denoted herein as the early warm season) is somehow linked to NAO variability, with month-to-month spatial variations. Similar correlation patterns are also observed in the higher-resolution CRU data in Fig. 2a: a slight difference is found in May, with a broader area of significant correlation from the SWUS to the central United States in CRU [Fig. 2a(iii)], compared to R1 [Fig. 1a(iii)]. We also found significant links between NAO and monthly averages of daily temperature extremes. The correlation results of the CRU \(T_{\text{max}}\) and \(T_{\text{min}}\) monthly datasets (i.e., NAO–\(T_{\text{max}}\) vs NAO–\(T_{\text{min}}\) correlations) show that NAO is positively correlated with both \(T_{\text{max}}\) and \(T_{\text{min}}\) over the same regions in Fig. 2a, but the magnitude with \(T_{\text{min}}\) is generally smaller than that with \(T_{\text{max}}\), especially over the northern regions (not shown).

Month-to-month variations of the interannual NAO–\(T_{\text{ave}}\) relationship seem to coincide with those of the NAO center in the North Atlantic. According to Portis et al. (2001), the center of the subtropical high in the Atlantic migrates northwest month to month from winter to summer; such a monthly variation is difficult
to capture using seasonal-mean data. More specifically, in their study, a westward movement was dominant from January to March, while a northward movement was dominant from March to July. Although our study does not fully describe the monthly variations in the NAO–$T_{\text{ave}}$ correlations in the winter and summer, we found that the regions of significantly positive correlation move from the eastern United States to the WUS from winter to spring, presumably in conjunction with the westward movement of the NAO center. Furthermore, the NAO–$T_{\text{ave}}$ correlation shows northward movements, especially from May to July, as stated above. The geographical movements of the NAO center have been reported by Portis et al. (2001), and a similar migration pattern of the NAO–$T_{\text{ave}}$ links over the continental United States was observed in the present study. These features indicate that the statistically significant NAO–temperature relationship in the SWUS in the early warm season can be attributed to migration of the NAO-related atmospheric characteristics over the upstream regions of the Atlantic.

Interestingly, the NAO–temperature relationship has strengthened in recent decades. In Figs. 1 and 2, the second and third columns (Figs. 1b, 2b and Figs. 1c, 2c, respectively) display the 30-yr correlations for the pre-1979 period (1950–79) and the post-1979 period (1980–2009), respectively. Differences of correlation and their significance are depicted in Fig. 3. Comparisons of the two correlation fields reveal two critical points. First, the NAO–$T_{\text{ave}}$ relationships over the SWUS were strengthened in the post-1979 period, especially in April, May, and June. Particularly in June, the magnitude of the correlation over the SWUS increased dramatically, which is statistically significant at the 95% confidence level. Second, there is a tendency that the correlations in the SWUS were strengthened in the recent 30 yr in April–June (Figs. 3b–d), while those in the south-central
United States were weakened. These results are observed not only in CRU but also in R1 (not shown), suggesting slight westward shifts in the NAO–\(T_{ave}\) correlation centers in the post-1979 period compared to the pre-1979 period. The significant positive correlations in the SWUS consistently observed from March through June in the later period can also be identified from the NARR (not shown).

The time series of the NAO and \(T_{ave}\) (both detrended) in the central SWUS region for each month are displayed in Fig. 4a. The central SWUS region, indicated by the rectangular box in Fig. 1a (35°–42°N, 120°–109°W), includes the areas where significant correlations persist during the early warm season. The time series indicates that the monthly temperature anomalies in the region are generally in phase with the NAO in the early warm season. Their connections are likely to be stronger in the later period, especially in June, as seen in the intensification of the relationship in the later 30-yr period in Figs. 1 and 2. This feature is also supported by the 30-yr moving correlation coefficients in Fig. 4b. There are gradual upward trends in the moving correlation coefficients in April, May, and June. In March, there is a downward trend overall, but the magnitudes of the correlations are significantly high. These features suggest that early warm season temperature variability in the SWUS covaries with NAO variability more dominantly in recent decades.

Considering the fact that the PDO is the main contributing factor to climate shift in the late 1970s, these results imply multidecadal modulations of large-scale ocean–atmosphere circulations on the NAO-related characteristics, especially in the SWUS and central U.S. regions.

Considering also a possible influence of other climate indices on the temperatures in spring or summer (e.g., Leathers et al. 1991; Wolter et al. 1999), we investigated the relationships between the SWUS surface temperatures and multiple atmospheric/oceanic indices. Figure 5 shows the correlation results for ENSO...
leading $T_{ave}$ by 1 month, which is the time lag exhibiting the strongest relationship. The results display the spatial dipole structure of the ENSO relationship (i.e., positive and negative correlations in the northern and southern part of the western continent of North America, respectively). The spaces and magnitudes of the negative correlations in the south are generally increased in the post-1979 period (Fig. 5c), compared to the pre-1979 period (Fig. 5b). However, the negative correlation in the south mostly prevails in Texas and its vicinity.

Figure 6 displays the 60-yr correlations of $T_{ave}$ with the PDO, AMO, and PNA. The strongest correlations can be found with a 1-month (zero) lag for the PDO (AMO and AO). In Fig. 6a, the correlation patterns of the PDO are similar to those of ENSO (Fig. 5a), but to a lesser degree. The highly localized positive correlations along the Pacific coast, including Baja California, are likely to be associated with positive (negative) SST anomalies in the eastern Pacific during the positive (negative) PDO years. The negligible correlations in most of the interior regions of the SWUS in Figs. 5 and 6 indicate that the SWUS region appears to be less affected by ENSO than the PDO in the early warm season and that the significant roles of SST variability in the Pacific on the winter precipitation and temperature in the SWUS are confined to the cool season.

The AMO index (Fig. 6b) shows only marginally significant correlation strength over the limited locations of the SWUS in most months. One point to note here is the negative signs in the SWUS. One may think that these negative signs are in contrast to the positive signs of the correlations between the NAO and $T_{ave}$ (Figs. 1 and 2), although both the NAO and AMO are variabilities of the North Atlantic Ocean. However, this is not unexpected when considering the different natures of the NAO and AMO; that is, the NAO is an atmospheric internal variability with a dipole structure between the subtropical and the northern Atlantic Ocean, while the AMO is an oceanic (SST) variability between the tropics and Greenland. In fact, the NAO is negatively correlated with the AMO with zero time lag in winter, possibly because of the relatively long AMO lead time (~15 months) to the NAO (Peings and Magnusdottir 2014).

For the PNA (Fig. 6c), the typical northwest–southeast dipole patterns of PNA–temperature correlations in the North American continent (Leathers et al. 1991) are also found in our analysis. The spatial patterns of the PNA correlations resemble those of the ENSO correlations. However, correlations are weak in
the SWUS regions, except in New Mexico. The correlations for the SOI are similar to those for ENSO (not shown).

The results of correlations shown in Figs. 5 and 6 are not as robust as the results of the NAO, especially over the central part of our study domain, which shows significant correlations consistently during the early warm season. The strong NAO correlations occur in between the northwestern and south-central United States, where the significant ENSO (or PNA) correlations are observed. One exception is found with the AO, which is tightly correlated in most of the early warm season (March, May, and June). This is because of the close resemblance of AO characteristics with NAO characteristics (Thompson and Wallace 1998; Thompson et al. 2000). Furthermore, as shown in Figs. 5a and 6a, 1- or 2-month lag correlations do not enhance the magnitudes of the correlations substantially.

We also tested whether an additional index as the second predictor in addition to the NAO can improve the predictability of the temperature variability in a multiple linear regression model, but we found no critical improvement of the model using any of the indices. These results emphasize the prevalent linkage of the NAO with spring temperatures in the SWUS region.

b. Atmospheric processes responsible for the NAO–temperature linkages

The NAO–temperature link can be attributed to the presence of upper-tropospheric anticyclones over the WUS associated with the positive NAO phase. Figure 7 shows the correlations between the NAO and 500-hPa geopotential heights for the entire 60 years (Fig. 7a) and the pre- and post-1979 periods (Figs. 7b and 7c, respectively). In Fig. 7a, the positive correlations are
dominant over the contiguous United States and northern Mexico (March), the WUS and central United States (April and May), and the north-central United States and south-central Canada (June). These regions correspond to the regions where the NAO–$T_{\text{ave}}$ correlations are dominant (Figs. 1a and 2a), implying that warmer conditions in positive NAO years in the SWUS prevail in the presence of upper-tropospheric anticyclones over the region. The regional coherence between the NAO–temperature relationships and the NAO–height relationships is also found in pre- and post-1979 periods [see Figs. 7b, 1b (or Fig. 2b) and Figs. 7c, 1c (or Fig. 2c)].

In Fig. 7a, we observe that the positive correlations in the United States are usually accompanied by positive correlations over the North Pacific (near the Bering Sea) and the northwestern Atlantic, as well as negative correlations in the Gulf of Alaska. Most of the correlations over these regions are statistically significant. This pattern indicates that the NAO-related characteristics in the upper troposphere are not limited to the areas adjacent to the North Atlantic, such as the eastern United States and western Europe; they are also obvious in upstream regions, such as the WUS and the North Pacific. Additionally, this is evident in both 30-yr periods (Figs. 7b,c), although the negative correlations in the Gulf of Alaska are sometimes less pronounced.

Figures 7b and 7c indicate that the NAO–height correlation centers in the continental U.S. region exhibit westward shifts in the post-1979 period compared to the pre-1979 period, especially in April, May, and June. During these months, as shown above, the NAO–$T_{\text{ave}}$ correlation center also moves westward (Figs. 1b,c and 2b,c), suggesting that changes in the upper-tropospheric geopotential height field induce changes in the surface temperature field. Although it requires further investigation, Fig. 7 also captures the westward shift of the NAO–height correlation center over the Atlantic in March, May, and June. In addition, we have found consistent shifts in the correlation field between the
NAO and surface pressure (not shown). These results imply that intensification of the NAO–SWUS temperature coupling in the post-1979 period is related to the westward shift of the NAO-related characteristics of the atmosphere and ocean.

For detailed examinations of the modification of SWUS surface temperature by upper-level height anomalies in positive or negative NAO years, we performed a composite analysis of various atmospheric variables (e.g., wind vectors, vertical motion, total cloud fractions, and surface shortwave radiation flux) for extremely positive and negative NAO years. The extreme positive (negative) NAO years are selected as the years of the detrended NAO index larger (smaller) than 1.22 (−1.34) that correspond to the top (bottom) 15% of the probability of density function of the NAO index between March and June. Here, we show the results for the month of April only because of the similarity in results for the other months.

For the composites of geopotential height in Fig. 8a(i), the positive anomaly–inducing anticyclonic circulations occur over the WUS in the extreme positive years of the NAO. This positive anomaly is associated with another positive anomaly over the North Pacific and the Atlantic and with a negative height anomaly over the Gulf of Alaska. Similar, but opposite, patterns are also found during the extreme negative NAO years [Fig. 8a(ii)]. These anomaly patterns are statistically significant, except for the positive anomaly over the Gulf of Alaska in the negative years. These characteristics of the height field suggest that the propagation of Rossby waves may be responsible for the development of the positive height anomalies over the WUS during the positive NAO phase (Benedict et al. 2004; Rivière and Orlanski 2007; Woollings et al. 2008). Benedict et al. (2004) asserted that this upper-tropospheric height field is caused by quasi-stationary
Rossby wave propagation from the Pacific Ocean to the Atlantic Ocean, the primary mechanism underlying the positive NAO phase over the Atlantic Ocean. The locations of the three positive (negative) height anomalies in Fig. 8a(i) [Fig. 8a(ii)] correspond to the positive centers of the Rossby wave propagations in their analysis.

Upper-level geopotential height anomalies tend to strongly affect surface temperatures primarily via two pathways. First, while westerlies at 850 hPa are climatologically dominant over the SWUS states in April (not shown), the wind patterns can be substantially modified by the upper-level anomalous circulations in the extreme NAO years. Anomalous wind directions at 850 hPa are almost opposite in the positive (i.e., anticyclonic) and negative (i.e., cyclonic) extreme NAO years [Figs. 8b(i) and 8b(ii), respectively]. During the

### Table 1

<table>
<thead>
<tr>
<th>Month</th>
<th>Lowest</th>
<th>Highest</th>
</tr>
</thead>
</table>
FIG. 8. Monthly anomalies (April) of (a) the geopotential height at 500 hPa, (b) vector winds at 850 hPa, (c) vertical motion \( \frac{dp}{dt} \), (d) net shortwave radiation flux at surface (W m\(^{-2}\)), and (e) mean surface temperature (°C) of the extreme (i) positive and (ii) negative NAO years. The extreme positive and negative NAO years are given in Table 1. The grids with dots indicate statistical significance at the 95% confidence level.
extreme positive NAO years, because of the anticyclonic wind pattern, anomalous southerlies, southeasterlies, or easterlies prevail in the SWUS region, which prevent cool air inflows into these regions, resulting in higher surface temperatures [Fig. 8b(i)]. In the extreme negative NAO years [Fig. 8b(ii)], anomalous northwesterlies or westerlies linked with the cyclonic wind pattern in the SWUS are dominant, stimulating cold advection into the region to reduce surface temperatures [Fig. 8b(ii)]. This wind effect appears to be more prominent in the southwestern part of the upper-level anticyclones.

Second, temperature variations are also affected by cloud fraction and shortwave radiation. In extremely positive NAO years, an enhanced sinking motion prevails over the WUS and central United States (Nevada, Wyoming, Utah, South Dakota, and Nebraska) [Fig. 8c(i)], suppressing precipitation and cloud cover. Associated increases in surface insolation [Fig. 8d(i)] are consistent with surface temperature increases in the central part of the WUS and the north-central United States [Fig. 8e(i)]. In extremely negative NAO years, the opposite processes (i.e., more upward motion, higher cloud cover, and less surface insolation) over the WUS and north-central United States/Canada [Figs. 8b(ii), 8c(ii), and 8d(ii)] contribute to lower surface temperatures [Fig. 8e(ii)]. This solar radiation effect is more pronounced during daytime, which may be one of the reasons for the observed stronger NAO–$T_{\text{max}}$ correlations compared to the observed NAO–$T_{\text{min}}$ correlations.

While more analysis is required to quantify the relative contributions between these two effects (i.e., the wind effect and the radiation effect), a combination of these two effects is likely to determine the surface temperature anomaly pattern. This will be a subject of future work. In several southeastern states (western Texas, Louisiana, and Mississippi) and the adjacent Gulf of Mexico area [Fig. 8e(i)], for example, temperature anomalies are negligible in the positive NAO years, despite the presence of descending motions [Fig. 8c(i)] and enhanced solar radiation [Fig. 8d(i)]. This may be as a result of cold advection by anomalous northerly winds [Fig. 8b(i)].

**Fig. 9.** PDFs with 0.2°C bin size of (a) $T_{\text{max}}$ and (b) $T_{\text{min}}$ of the NARR (1980–2009) for the five highest (solid lines) and lowest (dashed lines) NAO composite years presented in Table 2. Only the grids in the SWUS with significant correlation at the 95% confidence level are considered. The y axis represents density.
c. Modulation of mean and extreme daily temperatures in the early warm season

While monthly mean surface temperatures in the SWUS appear to be strongly modulated by the NAO variability in the early warm season, the NAO may also be linked with daily extremes in the SWUS. To test this hypothesis, we use the NARR dataset (1980–2009), because neither the R1 nor the CRU dataset provides the daily $T_{\text{max}}$ and $T_{\text{min}}$. Figure 9 displays the probability density functions (PDFs) of NARR daily $T_{\text{max}}$ and $T_{\text{min}}$ (detrended) in the five highest and lowest NAO years in the later 30-yr period (Table 2). The five highest (lowest) NAO years in this period approximately correspond to the years with the highest (lowest) 15% of the PDF of the NAO index from March to June. In calculating these PDFs, only the grid points in the SWUS with correlation coefficients exceeding the 95% level are included. Figure 9 demonstrates substantial changes in the shape of the PDFs, especially in March, April, and May. In positive NAO months, both $T_{\text{max}}$ and $T_{\text{min}}$ are higher than those of the negative NAO months. Generally, the PDF peaks are shifted to the warmer side in the positive NAO months, compared with the negative NAO months. Monthly mean differences of $T_{\text{max}}$ ($T_{\text{min}}$) between the highest and lowest NAO years vary between 1.7°C and 3.65°C (1.66°C and 2.85°C) by month, which are statistically significant (e.g., $p$ value < 0.000) (Table 3).

The extreme values of $T_{\text{max}}$ and $T_{\text{min}}$ are also affected by the NAO phase. Tables 4 and 5 show the mean values of the extreme $T_{\text{max}}$ and $T_{\text{min}}$ values (5th and 95th percentile values) and their monthly differences. The highest NAO years introduce higher extremes of $T_{\text{max}}$ than the lowest NAO years in all the months, with the differences ranging between 1.61°C and 3.51°C for the 95th percentile extremes (between 0.58°C and 4.63°C for the 5th percentile extremes). These differences are statistically significant, as indicated by the $p$ values, suggesting that the NAO not only affects the average temperature but that it also affects the extremes of $T_{\text{max}}$. The extreme $T_{\text{min}}$ values also show positive responses to NAO (Table 5). The differences are in the range of 1.07°C–3.50°C (1.44°C–3.24°C) for the 95th (5th) percentile extremes. Impacts of the NAO on extreme winter daily temperatures have been reported in many parts of the Northern Hemisphere (Brown et al. 2008; Loikith and Broccoli 2012, 2014), and our results suggest that the NAO significantly modulates the daily surface air temperature means and extremes in the SWUS during the early warm season.

### Table 2. The composite years of the five highest and lowest NAO years within the second 30-yr period (1980–2009) for each month.

<table>
<thead>
<tr>
<th>Month</th>
<th>Lowest</th>
<th>Highest</th>
</tr>
</thead>
</table>

4. Discussion and conclusions

The present study shows that March–June surface temperatures in the SWUS are strongly modulated by NAO variability. The high interannual correlations of surface temperatures with the NAO are primarily through the development of upstream anticyclones in the WUS region when a positive NAO phase is established over the Atlantic Ocean. These anticyclones tend to enhance surface insolation and alter lower-tropospheric wind patterns, eventually increasing both the daily mean temperature and the extreme temperatures. This link exists only in the early warm season March–June over the SWUS because of the northeastward shift of the NAO center from winter to summer (Portis et al. 2001; Straile and Stenseth 2007).

Relationships between surface temperatures and other major climate indices (e.g., ENSO, PDO, AMO,
and PNA) show only marginally significant correlation strengths over several locations in our study domain in the 60-yr period. This is despite the fact that the SST variability in the Pacific Ocean has substantial impacts on the winter precipitation, temperature (Gershunov and Barnett 1998; McCabe and Dettinger 1999), and vegetation (Li and Kafatos 2000). One of the reasons for their weak connections in the early warm season may be the offset of the direct and positive effect (e.g., increases of land surface temperature caused by warm surface temperature of the neighboring ocean in the positive ENSO spring) by the indirect and negative effect (e.g., decreases of land surface temperature caused by above-normal precipitation and less sensible heat flux from the surface in the positive ENSO winters) (Alfaro et al. 2006) because of the slowly varying natures of ENSO or the PDO. In contrast, the responses of surface temperature in the SWUS to NAO-related circulation are direct, with a one-way direction, because NAO is purely an internal variability of the atmosphere (Feldstein 2003; Benedict et al. 2004; Woollings et al. 2008). Predominant impacts of transient atmospheric variability (e.g., PNA) compared to slowly varying oceanic variability (e.g., ENSO) on the daily and monthly temperature extremes of the United States in winter and early spring have also been emphasized in the studies of Loikith and Broccoli (2012, 2014), although the impacts of the PNA are prevalent in the northwestern and southeastern United States, as shown in Fig. 6c of the current study.

We found that the NAO–temperature link has been intensified in the later 30-yr period (1980–2009) compared to the earlier 30-yr period (1950–79), presumably because of the westward shift of the subtropical NAO centers and the upper-level height anomaly centers in the WUS. The multidecadal changes in the NAO–temperature correlations occur not only in the SWUS, but also in the south-central and southeastern United States. In these regions, the correlation intensities in January and February are much weaker in the post-1979 period compared to the pre-1979 period (not shown). These features emphasize spatial variations in the NAO and associated effects in North America and western Europe at diverse time scales ranging from monthly to multidecadal scales.

Findings in this study are critical for the SWUS region, because it is characterized by a semiarid to arid climate with strong temperature variations in spring and fall. Reasons for these shifts are a subject of future studies. The temperature variabilities in late spring and early summer affect human health and agricultural productivity, both directly and indirectly. An example of a direct effect is sudden warming in early summer (e.g., a heat wave), which is a serious concern for human health and wellbeing. Similarly, abnormally low or high temperatures in the growing season can inhibit active crop growth and reduce annual yields of certain crops, such as maize, in the SWUS (Porter and Semenov 2005). The indirect effects include interannual variations in snowmelt related to temperature variability in the spring over the WUS, and water supply for the SWUS (Mote et al. 2005; Stewart et al. 2005). Earlier snowmelt associated with global warming is a serious threat to the security of the water supply in the WUS, both now and in the future. Therefore, the impacts of NAO on temperature variability need to be better understood in the SWUS on

| Table 4. Mean values (°C) of extreme daily \( T_{\text{max}} \) less than the 5th and greater than the 95th percentile (thresholds in parentheses) of the highest and lowest NAO years of NARR and their differences. The \( p \) values of all the differences were less than 0.0001. |
|----------------------------------------|----------------------------------------|----------------------------------------|
|                                       | \(<5\%\)                               | \(>95\%\)                              |
|                                       | Highest NAO | Lowest NAO | Difference | Highest NAO | Lowest NAO | Difference |
| Mar                                    | -7.53 (-5.51) | -9.92 (-7.98) | 2.38       | 9.72 (8.23) | 6.20 (4.99) | 3.51       |
| Apr                                    | -6.80 (-4.97) | -11.44 (-9.38) | 4.63       | 8.92 (7.68) | 7.19 (5.61) | 1.73       |
| May                                    | -6.99 (-5.35) | -10.21 (-8.38) | 3.21       | 9.27 (8.05) | 6.49 (4.37) | 2.78       |
| Jun                                    | -7.26 (-4.96) | -7.85 (-6.43) | 0.58       | 6.51 (5.42) | 4.89 (3.74) | 1.61       |

| Table 5. As in Table 4, but for extreme daily \( T_{\text{min}} \). |
|----------------------------------------|----------------------------------------|----------------------------------------|
|                                       | \(<5\%\)                               | \(>95\%\)                              |
|                                       | Highest NAO | Lowest NAO | Difference | Highest NAO | Lowest NAO | Difference |
| Mar                                    | -6.21 (-4.25) | -8.20 (-6.25) | 1.98       | 8.69 (7.57) | 5.45 (4.57) | 3.24       |
| Apr                                    | -5.66 (-4.35) | -9.16 (-7.39) | 3.50       | 7.53 (6.48) | 5.60 (4.39) | 1.93       |
| May                                    | -6.46 (-4.88) | -7.53 (-6.31) | 1.07       | 7.78 (6.62) | 4.84 (3.51) | 2.93       |
| Jun                                    | -5.77 (-4.01) | -7.00 (-5.61) | 1.22       | 5.81 (4.80) | 4.36 (3.36) | 1.44       |
intraseasonal time scales. The intensification of the positive NAO phase under increasing greenhouse gas concentrations and global warming (Gillett et al. 2003; Osborn 2004) emphasizes the crucial need for careful examination of the NAO impacts on weather and climate in the SWUS.
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