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AN UNCOUNTABLE ERGODIC ROTH THEOREM AND APPLICATIONS

POLONA DURCIK, RACHEL GREENFELD, ANNINA ISELI, ASGAR JAMNESHAN, AND JOSÉ MADRID

Abstract. We establish an uncountable amenable ergodic Roth theorem, in which the acting
group is not assumed to be countable and the space need not be separable. This generalizes
a previous result of Bergelson, McCutcheon and Zhang, and complements a result of Zorin-
Kranich. We establish the following two additional results: First, a combinatorial application
about triangular patterns in certain subsets of the Cartesian square of arbitrary amenable groups,
extending a result of Bergelson, McCutcheon and Zhang for countable amenable groups. Sec-
ond, a uniformity aspect in the double recurrence theorem for Γ-systems for arbitrary uniformly
amenable groups Γ. Our uncountable Roth theorem is crucial in the proof of both of these results.

1. Introduction

A famous and deep theorem of Szemerédi [41] asserts that any subset of the integers of pos-

itive upper density contains arbitrarily long arithmetic progressions. The special case of this

theorem for three term progressions was established earlier by Roth [38]. In the pioneering ar-

ticle [23], Furstenberg related Szemerédi’s theorem to a multiple recurrence theorem in ergodic

theory which initiated a very fruitful development of applying dynamical methods to arithmetic

combinatorics. The focus of the current paper is on extensions, uniformity aspects, and combi-

natorial applications of the double recurrence theorem of Furstenberg which corresponds to the

theorem of Roth on the combinatorial side.

Let us state Furstenberg’s double recurrence theorem also called the ergodic Roth theorem in

[23]. For a measurable space (X,X), we let Aut(X,X) denote the group of bimeasurable point

maps f : X → X where the group law is given by composition of functions. If µ is a probability

measure on (X,X), we denote by Aut(X,X, µ) the subgroup of Aut(X,X) preserving µ, that is

all f ∈ Aut(X,X) such that µ( f −1(E)) = µ(E) for all E ∈ X. A measure-preserving action of

the integers Z on (X,X, µ) is a group homomorphism T : Z → Aut(X,X, µ) written as n 7→ T n.

Furstenberg’s double recurrence theorem [23, Theorem 3.5] states that for any such action T

and any E ∈ X of positive µ-measure, the limit

lim
N→∞

1
N

N
∑

n=1

µ(E ∩ T nE ∩ T 2nE)

exists and is positive. Using a correspondence principle [24, Lemma 3.17], Furstenberg showed

that this double recurrence theorem is equivalent to Roth’s theorem. In fact, Furstenberg’s result
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yields that the set of double recurrence times

{n ∈ Z : µ(E ∩ T nE ∩ T 2nE) > 0}

is syndetic, that is intuitively speaking, has bounded gaps (a formal definition is given further be-

low). In particular, this implies that there are infinitely many three term arithmetic progressions

in a subset of positive upper density of the integers. Bergelson, Host and Kra [5] significantly

strengthen Furstenberg’s double recurrence theorem by showing that

{n ∈ Z : µ(E ∩ T n(E) ∩ T 2n(E)) > µ(E)3 − δ}

is syndetic for all δ > 0 under the additional hypothesis that the measure-preserving dynam-

ical Z-system is ergodic (their strengthening aligns with Khintchine’s [32] strengthening of

Poincare’s recurrence theorem [37]). An important aspect of the Bergelson-Host-Kra result

is that the lower bound depends only on the measure of E, but is otherwise uniform over all

measure-preserving ergodic Z-systems. In other terms, for every ε > 0, any measure-preserving

ergodic Z-system (X,X, µ, T ) and all E ∈ X with µ(E) ≥ ε, we have that

{n ∈ Z : µ(E ∩ T n(E) ∩ T 2n(E)) > ε3 − δ}

is syndetic for all δ > 0.

From this ergodic-theoretic perspective, it is natural to ask how one can generalize Fursten-

berg’s double recurrence theorem, its uniformity aspects, and its combinatorial consequences to

the setting of other group actions. Furstenberg and Katznelson [25] establishes a double recur-

rence theorem for Z2-actions. Moreover, Conze and Lesigne [14] establish the L2-convergence

of the respective ergodic averages. On the other hand, examples due to Bergelson and Hind-

man [3] and Bergelson and Leibman [7] show that a naïve translation of Furstenberg’s and

Furstenberg-Katznelson’s double recurrence theorems to arbitrary countable amenable groups

may fail. Instead, Bergelson, McCutcheon and Zhang [9] propose to study the averages

1
|Φn|

∑

γ∈Φn

µ(E ∩ T γE ∩ S γT γE)

where S , T : Γ→ Aut(X,X, µ) are two commuting actions of an amenable group Γ and (Φn) is a

Følner sequence for Γ. In fact, in the same article Bergelson, McCutcheon and Zhang establish

existence and positivity of the limit of the above averages as n → ∞. As a consequence,

using a version of Furstenberg’s correspondence principle for countable amenable groups, they

establish the following combinatorial application. Let E be a subset of Γ×Γ with positive upper

density with respect to some Følner sequence in Γ × Γ. Then the set

{γ ∈ Γ : there exists (a, b) ∈ Γ × Γ with ((a, b), (γa, b), (γa, γb)) ∈ E}

is (left and right) syndetic. For a definition of Følner sequences (and nets) and the notions of

syndeticity in general groups the interested reader is referred to Section 1.1 below.
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Austin [1] generalized both the convergence and double recurrence results of Bergelson, Mc-

Cutcheon and Zhang to finitely many commuting actions of countable amenable groups using

his method of sated extensions. Furthermore, Chu and Zorin-Kranich [12] establish a corre-

sponding Khintchine-type theorem for two commuting ergodic actions of a countable amenable

group, using techniques of Austin’s sated extensions and relying on previous work by Chu [11]

in the setting of two commuting ergodic measure-preserving Z-actions. Finally, we also point

out the recent paper by Moragues [20], where some versions of the Bergelson-Host-Kra unifor-

mity results are obtained for finitely many commuting measure-preserving ergodic Z-actions.

We stress that all the Khintchine-type uniformity results [5, 11, 12, 20] work only in the class

of ergodic systems.

Adapting arguments of Walsh [42], Zorin-Kranich [44] extended the convergence results

of Bergelson, McCutcheon and Zhang, and Austin to the actions of arbitrary, not necessarily

countable, amenable groups acting on arbitrary, not necessarily separable spaces. However,

Zorin-Kranich’s result does not provide much information about the limit object. In particular

it does not entail multiple or even double recurrence. In this context, it should also be men-

tioned that one easily obtains at least one double or multiple recurrence time for any group from

Furstenberg’s multiple recurrence theorem by restricting to a cyclic subgroup. However, this

reduction does not yield syndeticity of multiple recurrence times which is relevant in combina-

torial applications.

A main goal of this paper is to obtain syndeticity of double return times for arbitrary amenable

groups by extending the double recurrence theorem of Bergelson, McCutcheon and Zhang to

uncountable amenable groups acting on arbitrary not necessarily separable spaces. By an un-

countable version of Furstenberg’s correspondence principle, we also obtain an analogue of the

aforementioned combinatorial application for uncountable amenable groups. For this combina-

torial application, we need to allow the underlying probability spaces to be inseparable since

the shift systems required in Furstenberg’s correspondence principle for uncountable groups are

inseparable by construction. Moreover, we derive a new uniformity aspect for the set of double

return times in the amenable ergodic Roth theorem which also heavily relies on the uncount-

able/inseparable setting.

Some foundational aspects arising in the ergodic theory of uncountable groups and insepara-

ble spaces was systematically investigated by the fourth author and Tao in [28, 30, 29] and by

the fourth author in [27]. For example, in the area of multiple recurrence, the tool of disintegra-

tion of measures is used extensively. It is well known that in its classical form, disintegration

of measures fails for inseparable spaces in general. One of the major challenges is then to find

a suitable alternative framework in which we find viable replacements for tools such as disin-

tegration of measures which can help to meaningfully adapt the arguments from the countable

setting. For further details, we refer the interested reader to [28, 30, 29, 27].
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1.1. Results. In order to state our results, we briefly introduce the framework of abstract mea-

sure preserving dynamical systems. See Section 2 for a more detailed account. The frame-

work of uncountable groups yields the problem of unions of uncountably many null sets if

we were to work with classical probability spaces. Therefore, we work with probability alge-

bras instead. A probability algebra is a tuple (X, µ) of an abstract σ-complete Boolean algebra

X = (X,∧,∨, ·̄, 0, 1) equipped with a probability measure µ.1 Probability algebras can be thought

of as point-free probability spaces since there is no underlying set a priori, i.e. not every ab-

stract σ-complete Boolean algebra is a σ-algebra of subsets of a set, see [35]. Usually, there is

also no loss of generality when working with probability algebras instead of classical probabil-

ity spaces. Namely, one can always quotient out the null ideal of a concrete probability space

to obtain a probability algebra.

Similarly to concrete measure-preserving actions, abstract measure-preserving actions can

be introduced as group homomorphisms into the automorphism group of a probability alge-

bra. The automorphism group Aut(X, µ) of a probability algebra (X, µ) consists of all Boolean

isomorphisms f : X → X which are measure-preserving, namely µ( f (E)) = µ(E) for every

E ∈ X and where the group law is given by composition of Boolean homomorphisms. Now

let Γ be an arbitrary discrete, not necessarily countable group. We define a probability algebra

Γ-dynamical system to be a triple (X, µ, T ) where T : Γ→ Aut(X, µ) is a group homomorphism.

We say that T is an abstract action. Given a second abstract action S , we say that T and S

commute if T γ ◦ S γ
′

(E) = S γ
′

◦ T γ(E) for all E ∈ X and γ, γ′ ∈ Γ, where the symbol ◦ denotes

composition of maps. We call the quadruple (X, µ, T, S ) an abstract Roth Γ-dynamical system.

Recall that a (left) Følner net for Γ is a net (Φα)α∈A of non-empty finite subsets of Γ such that

lim
α∈A

|Φα∆γΦα|

|Φα|
→ 0

for all γ ∈ Γ, where ∆ denotes set symmetric difference. A discrete group Γ is said to be

amenable if it has a Følner net2.

Now we are ready to state our first main result, which is an uncountable version of the ergodic

Roth theorem of Bergelson, McCutcheon and Zhang for discrete amenable groups.

Theorem 1.1 (Ergodic Roth theorem for arbitrary amenable groups). Let Γ be an arbitrary

amenable discrete group. Let (X, µ, T, S ) be an arbitrary abstract Roth Γ-dynamical system.

Then for every E ∈ X and left Følner net (Φα)α∈A for Γ, the limit

lim
α∈A

1
|Φα|

∑

γ∈Φα

µ(E ∧ T γ(E) ∧ S γT γ(E)) (1.1)

exists and is independent of the choice of the left Følner net. Moreover, the limit is positive

whenever µ(E) > 0.

1Probability algebras are also called measure algebras in the ergodic theory literature, e.g., see [24, 26].
2See Appendix B for equivalent definitions of amenability.



AN UNCOUNTABLE ERGODIC ROTH THEOREM AND APPLICATIONS 5

From the uncountable ergodic Roth theorem we deduce several applications. In these appli-

cations, the below corollary (Corollary 1.2) is crucial. We recall the notion of syndeticity: a

subset E of a discrete group Γ is said to be (left) syndetic if finitely many (left) shifts of E cover

all of Γ, more explicitly, if there exists a finite set F in Γ such that
⋃

γ∈F γE = Γ.

Corollary 1.2. Suppose that E ∈ X with µ(E) > 0 in the setting of Theorem 1.1. Then there

exists δ > 0 such that

{γ ∈ Γ : µ(E ∧ T γE ∧ S γT γE) > δ}

is (left) syndetic.

Analogous statements hold if in Theorem 1.1 and Corollary 1.2 we replace the notions of

left Følner nets and left syndeticity by the analogous notions of right Følner nets and right

syndeticity, respectively.

Applications. First, we recall the notion of an invariant mean. An invariant mean for Γ is a

positive linear functional m : ℓ∞(Γ) → R with the properties that m(1) = 1 and m(γ f ) = m( f ),

where (γ f )(γ′) := f (γ−1γ′) and γ ∈ Γ, f ∈ ℓ∞(Γ). It is well know that a discrete group is

amenable if and only if it admits an invariant mean, e.g. see [36].

Using an uncountable version of the Furstenberg correspondence principle we deduce the

following combinatorial result on triangular patterns in Γ×Γ, where 1Λ denotes the characteristic

function of a set Λ.

Theorem 1.3. Let Γ be a discrete amenable group and m : ℓ∞(Γ × Γ) → R be an invariant

mean. Suppose that Λ ⊂ Γ × Γ satisfies m(1Λ) > 0. Then the set

{γ ∈ Γ : there exists (θ, ζ) ∈ Γ × Γ such that (θ, ζ), (γθ, ζ), (γθ, γζ) ∈ Λ}

is syndetic.

Our next application is a uniformity result. For the sake of better understanding, we first state

it in the case of a single Z-action (Theorem 1.4) before we formulate it in the most general form

(Theorem 1.7). The Z-case is well known, e.g. see [6]. The focus is on a quantitative uniformity

aspect of the syndeticity of the set of double return times

{n ∈ Z : µ(E ∩ T n(E) ∩ T 2n(E)) > 0}

for a set E ∈ X, where (X,X, µ, T ) is an arbitrary measure-preserving Z-dynamical system. A

suitable way to quantify syndeticity uses the notion of lower Banach density. Recall that the

lower Banach density of a subset A ⊂ Z is defined as

BD
Z
(A) = lim inf

b−a→∞

|A ∩ {a, a + 1, . . . , b}|
b − a + 1

. (1.2)

We obtain the following result.
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Theorem 1.4. For every ε > 0 there exist δ, η > 0 (depending only on ε) such that for any

measure-preserving Z-dynamical system (X,X, µ, T ) and every E ∈ X with µ(E) ≥ ε,

BD
Z
({n ∈ Z : µ(E ∩ T n(E) ∩ T 2n(E)) > δ}) > η.

Remark 1.5. The crucial of this uniformity result is that we can choose δ, η uniformly over all

measure-preserving Z-dynamical systems and all measurable sets E ∈ X depending only on the

size of the measure of E.

Remark 1.6. In contrast to the previously discussed uniformity results, we do not need to

assume ergodicity. In fact, it is shown in [5, Theorem 2.1] that a Khintchine-type uniform lower

bound fails if one removes the hypothesis of ergodicity.

We generalize Theorem 1.4 from Z-measure-preserving dynamical systems to all Roth-type

Γ-measure-preserving dynamical systems where Γ is uniformly amenable, or more generally

belongs to a uniformly amenable set of groups. The notion of uniform amenability was intro-

duced by Keller [31]. It can be viewed as a uniform version of the Følner condition, in the

following sense. A discrete group Γ is said to be uniformly amenable if there exists a function

F : N × (0, 1) → N such that for every set Ψ ⊂ Γ with |Ψ| ≤ n and 0 < ε < 1 there exists a set

Φ ⊂ Γ with |Φ| ≤ F(n, ε) such that

max
γ∈Ψ
|Φ∆γΦ| ≤ ε|Φ|. (1.3)

More generally, a set G of discrete groups is said to be uniformly amenable if there exists a

function F : N × (0, 1) → N such that each group Γ ∈ G is uniformly amenable with respect to

F. A more detailed account on uniform amenability can be found in Appendix B.

In order to state this more general uniform syndeticity result, we also introduce the notion of

lower Banach density for a subset Λ of a discrete amenable group Γ by setting

BD
Γ
(Λ) ≔ inf{ν(Λ) : ν is an invariant finitely additive probability measure}, (1.4)

where a finitely additive probability measure ν : P(Γ) → [0, 1] is called invariant if ν(γΛ) =

ν(Λ) for all γ ∈ Γ and Λ ⊂ Γ, where γΛ = {γγ̃ : γ̃ ∈ Λ}3.

Using these notions, we establish an extended version of Theorem 1.4. We show the existence

of a lower bound on the degree of syndeticity uniformly over a class of Roth-type measure-

preserving dynamical systems for a uniformly amenable set of groups, as follows.

Theorem 1.7. Let G = G(F) be a uniformly amenable set of groups and let ε > 0. Then

there exist δ, η > 0, depending only on ε and G, such that for every Γ ∈ G, any abstract Roth

Γ-dynamical system (X, µ, T, S ), and each E ∈ X with µ(E) ≥ ε,

BD
Γ
({γ ∈ Γ : µ(E ∧ T γ(E) ∧ S γT γ(E)) > δ}) > η.

3That the definition given in (1.4) is equivalent to the definition above (1.2) for Γ = Z is discussed in Appendix
B.1.
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1.2. Proof methods. The proof of the multiple recurrence statement in Theorem 1.1 follows

the general outline of [9, Theorem 5.2]. However, several adaptations of the strategy in [9]

are required in our uncountable, inseparable, and point-free framework. In particular, in this

framework we are lacking a classical disintegration of measures and related tools such as direct

integrals of Hilbert bundles. To fill in these gaps, we follow the approach recently developed

in [27, 30, 29, 28] by the fourth author and Tao. More precisely, we work with the canonical

model of an abstract Roth Γ-system which is a compact Hausdorff space (in fact, a Stonean

space) equipped with a Baire-Radon probability measure which is invariant under the action

of Γ by homeomorphsims. We review the construction of the canonical model and mention

related references in Section 2. One immediate useful consequence of the canonical model is

that it leads to a canonical disintegration for abstract factor maps. We can use the canonical

disintegration to define relatively independent products. The relatively independent product is

a relevant construction in order to identify the characteristic factors for the abstract Roth Γ-

systems. These characteristic factors are the largest compact factor of the abstract Γ-systems

(X, µ, T ) and (X, µ, S T ) over the invariant factor of (X, µ, S ). Since we do not assume that

(X, µ, S ) is ergodic, these compact factors are not necessarily the Kronecker factors. We call

them the conditional Kronecker factors. In Lemma 3.4, we establish that the conditional Kro-

necker factors are characteristic for the abstract Roth-type non-conventional averages. Hence

we can project onto these factors and it suffices to establish the multiple recurrence statement

in Theorem 1.1 for these projections. A step in proving the latter multiple recurrence is a finite

dimensional approximation of the Γ-orbits of functions in certain finitely generated Γ-invariant

L∞ submodules with respect to the actions of T and S T respectively. In the countable-separable

framework of [9, Section 5], this approximation is achieved by using direct integrals of Hilbert

bundles and measurable selection techniques, e.g., see [26, Chapter 9] for a textbook reference.

These tools are not available in our setting even after passing to concrete models. The reason for

this is that all these models are typically highly inseparable and the acting group is still uncount-

able. Therefore, we rely on conditional analysis techniques as developed in [10, 21, 15] instead.

Our finite dimensional approximation is based on a conditional Gram-Schmidt process and a

conditional Heine-Borel covering lemma which we prove in Appendix D. Their statements are

inspired by earlier results in the conditional analysis literature.

To deduce Theorem 1.3, we first establish a version of the Furstenberg correspondence prin-

ciple for uncountable amenable discrete groups. Then we follow the outline of [9, Theorem

6.2].

The proof of Theorem 1.4 is subsumed into the proof of Theorem 1.7. The latter relies on

ultralimit analysis, which is discussed in Appendix C. To prove Theorem 1.7, we proceed by

contradiction by assuming that there is a sequence (Xn, µn, Tn, S n) of abstract Roth Γn-dynamical

systems with Γn ∈ G and En ∈ Xn with µn(En) ≥ ε such that

BD
Γn

({γ ∈ Γn : µ(En ∧ T γ(En) ∧ S γT γ(En)) > 1/n}) ≤ 1/n.
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We can then form the ultralimit system (X∗, µ∗, Γ∗, T∗, S ∗) from this sequence of systems. The

uniform amenability hypothesis is relevant here to verify that the ultralimit group Γ∗ is amenable.

The difficult and crucial step is to relate the sequence of lower Banach densities BD
Γn

, n ∈ N,

with the lower Banach density BD
Γ∗

of the ultraproduct group. We establish a useful relation by

employing a Loeb measure construction and applying a Hahn-Banach extension theorem for in-

variant means due to Silverman [40, 39]. Then we apply Corollary 1.2 which yields syndeticity

of multiple return times for the ultralimit system (X∗, µ∗, Γ∗, T∗, S ∗). This leads to the desired

contradiction. Notice that in the ultralimit system (X∗, µ∗, Γ∗, T∗, S ∗), the probability algebra

(X∗, µ∗) is almost never separable and the group Γ∗ is almost never countable even if (Xn, µn)

were separable probability algebras and the Γn were countable groups. Thus Theorem 1.1 is

essential to establish uniform syndeticity even for the class of systems where a countable group

acts on a separable probability algebra.

1.3. Organization of the paper. In Section 2, we introduce the formal setup for this pa-

per. In particular, this covers probability algebras, measure preserving dynamical systems,

and canonical models and disintegration. In Section 3, we discuss characteristic factors and

non-conventional averages and then proceed to proving Theorem 1.1, Corollary 1.2, as well

as Proposition 1.3. Section 4 is about the proof of Theorem 1.7. In Appendix A, we review

Boolean algebras and the Stone representation theorem. In Appendix B, we review amenabil-

ity, uniform amenability, and relate amenability to syndeticity. In Appendix C, we record an

ultralimit construction for a sequence of abstract Roth dynamical systems. Finally, in Appendix

D we prove a conditional Heine-Borel covering lemma used in the proof of Theorem 1.1.

1.4. Notation and conventions. Let X be a set. We denote by P(X) its power set. If X is

finite, we denote by |X| its cardinality. All Følner nets are understood to be left Følner nets.

Similarly, syndeticity is understood as left syndeticity. By symmetry, all related results in this

paper remain true if we replace left Følner nets with right Følner nets and left syndeticity with

right syndeticity. Suppose Γ is a group, X is a set, and T : Γ × X → X is a group action. Then

we stipulate the convention T γ( f ) = f ◦ T γ
−1

for a function f : X → C. This implies that

T γ1γ2( f ) = f ◦ T γ
−1
2 γ
−1
1 = T γ2(T γ1( f )) for all γ1, γ2 ∈ Γ. Due to this property, the induced action

on some function space is called antihomomorphic. With the above convention, we also have

T γ(1E) = 1T γ(E) for a subset E ⊂ X. For a compact Hausdorff space X, we denote by Ba(X)

the Baire σ-algebra of X, i.e. the smallest σ-algebra generated by the real-valued continuous

functions.

Throughout the paper, all equalities and inequalities between measurable functions and mea-

surable sets are understood in an almost sure sense. As we will deal with different measure

spaces at the same time (usually factors or extensions of each others), the almost sure statement

is understood with respect to the obvious probability measure. For example, f = g for two

functions on a common probability space (X,X, µ) is understood as µ({x : f (x) = g(x)}) = 1.
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Similarly for f < g, f ≤ g, E = F, and E ⊂ F where E, F ∈ X. If a certain property is said to

hold on a measurable set E, then we mean that µ(E∆F) = 0 for the measurable set F on which

this property is satisfied, where ∆ denotes symmetric set difference.
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2. Canonical models and canonical disintegrations

In this section we discuss the formal setup in which our results are phrased and proven.

Experts may be able to skip portions of this section. We start by introducing canonical models

in order to develop some basics of abstract measure theory and define canonical disintegrations.

This will allow us to define relatively independent products of probability algebras. A more

extensive treatment of these topics can be found in [28].

Glasner defines in [26, Definition 2.14] a measure-preserving dynamical system to be a tuple

(X, µ, Γ) where (X, µ) is a separable probability algebra and Γ is a countable group of automor-

phisms of (X, µ). In [26, Theorem 2.15.1], Glasner then shows that any such measure-preserving

dynamical system can be modeled by a Cantor measure-preserving system (X̃,Bo(X̃), µ̃, Γ̃),

where X̃ = {0, 1}N is the Cantor space, Bo(X̃) is its Borel σ-algebra, µ̃ is a Borel probability

measure constructed from µ, and Γ̃ is a countable group of µ̃-preserving homeomorphisms of

X̃. To be modeled means here that both systems are isomorphic in the category of probabil-

ity algebra dynamical systems (see Definition 2.1 for a definition of this category). See also

Furstenberg [24, Section 5.2] for a closely related construction.

We introduce next the definition of a topological model for measure-preserving dynamical

systems (X, µ, Γ) where (X, µ) is a not necessarily separable probability algebra and Γ is a not

necessarily countable group. We call this compact Hausdorff model canonical since it satisfies

suitable universality properties, we refer the interested reader to [28, Proposition 7.6] for details.

Closely related models haven been suggested either implicitly or explicitly at several occasions

in the literature, e.g., see [22, 17] and [28] for a list of other references.

We define the three categories of dynamical systems employed in this work.

Definition 2.1 (Concrete and abstract measure-preserving dynamical systems). Let Γ be a dis-

crete group.

(i) (The category CncPrbΓ of concrete measure-preserving dynamical systems) A concrete

probability space is a triple (X,X, µ) where X is a set, X is a σ-algebra of subsets
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of X, and µ : X → [0, 1] is a countably additive probability measure. A concrete

measure-preserving map from a concrete probability space (X,X, µ) to another (Y,Y, ν)

is a measurable function f : X → Y such that f#µ = ν where

f#µ(E) := µ( f −1(E)) = ν(E)

for all E ∈ Y. We denote by CncPrb the category of concrete probability spaces.

For a concrete probability space (X,X, µ), we denote by Aut(X,X, µ) its automor-

phism group, i.e. the group of all bi-measurable functions f : X → X such that both

f and its inverse f −1 are measure-preserving. A concrete measure-preserving dynami-

cal system is a tuple (X,X, µ, T ) where T is a group homomorphism Γ → Aut(X,X, µ),

γ 7→ T γ. We call T a concrete action. Given a second concrete measure-preserving dy-

namical system (Y,Y, ν, S ), a concrete measure-preserving function π : X → Y is called

a concrete factor map if S γ ◦ π(x) = π ◦ T γ(x) for all x ∈ X and every γ ∈ Γ. In this case

we call (X,X, µ, T ) a concrete extension of (Y,Y, ν, S ), and (Y,Y, ν, S ) a concrete factor

of (X,X, µ, S ). We denote by CncPrbΓ the category of concrete measure-preserving

dynamical systems.

(ii) (The category CHPrbΓ of topological measure-preserving dynamical systems) A com-

pact Hausdorff probability space is a tuple (X,Ba(X), µ), where X is a compact Haus-

dorff space with Baire σ-algebra Ba(X) and µ : X → [0, 1] is a Baire-Radon probability

measure (a probability measure satisfying the regularity property µ(E) = sup{µ(F) :

F ∈ X, F ⊂ E, F compact Gδ} for all E ∈ Ba(X)). A morphism in the category of

compact Hausdorff probability spaces is a measure-preserving continuous function. We

name this category CHPrb. Similarly to CncPrbΓ, we define the dynamical category

CHPrbΓ where now the automorphism group Aut(X,Ba(X), µ) consists of measure-

preserving homeomorphisms of compact Hausdorff probability spaces.

(iii) (The category PrbAlgΓ of probability algebra dynamical systems) Let’s start by defin-

ing the category PrbAlg first. A probability algebra is a tuple (X, µ) where X is a

σ-complete Boolean algebra (see Appendix A for a basic introduction to Boolean alge-

bras) and µ : X → [0, 1] is a countably additive probability measure, that is, µ(
∨∞

i=1 Ei) =
∑∞

i=1 µ(Ei) for every countable family (Ei) of pairwise disjoint elements in X, µ(1) = 1

and µ(E) = 0 if and only if E = 0. We define a probability algebra morphism from a

probability algebra (X, µ) to another (Y, ν) to be a Boolean homomorphism4 f : Y → X

such that µ( f (E)) = ν(E) for all E ∈ Y . Notice that we do not stipulate that f is a

Boolean σ-homomorphism since this follows automatically: If (En) is a countable fam-

ily of elements of Y with union E =
∨

En, then ν(E\
∨N

n=1 En) = µ( f (E)\
∨N

n=1 f (En))→

0 which implies f (E) =
∨

f (En) because µ(E) = 0 if and only if E = 0. Probability

4We implicitly use the dual category here to keep the canonical model functor covariant.
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algebras and probability algebra morphisms form the category PrbAlg of probability

algebras.

The automorphism group in PrbAlg of a probability algebra is the group Aut(X, µ)

consisting of all measure-preserving (opposite) Boolean isomorphisms of X to itself. A

probability algebra dynamical system is a tuple (X, µ, T ) where T : Γ → Aut(X, µ) is a

group homomorphism γ 7→ T γ. We call T an abstract action. A morphism from a prob-

ability algebra dynamical system (X, µ, T ) to another (Y, ν, S ) is a PrbAlg-morphism

π : X → Y such that T γ ◦ π(E) = π ◦ S γ(E) for all E ∈ Y and γ ∈ Γ. We call π also an

abstract extension map, Y an abstract factor of X, and X an abstract extension of Y .

We describe next the two important processes of how to canonically associate a probability

algebra system to any concrete measure-preserving system, and conversely how to canonically

associate to any probability algebra system a topological measure-preserving system. Through-

out we fix a discrete group Γ.

Let (X,X, µ, T ) be a CncPrbΓ-system and let Nµ = {E ∈ X : µ(E) = 0} denote the ideal

of null sets of (X,X, µ). Then the quotient Boolean algebra Xµ := X/Nµ, resulting from iden-

tifying E, F ∈ X whenever µ(E∆F) = 0, is σ-complete and we have a canonical Boolean

σ-epimorphism π : X → Xµ which associates to each E ∈ X its equivalence class [E] in Xµ.

We define the associated probability algebra measure µ̄ : Xµ → [0, 1] by µ̄([E]) := µ(E). For

any γ ∈ Γ, we define T̄ γ : Xµ → Xµ by T̄ γ([E]) := π((T γ)−1(E)). We obtain a probability

algebra action T̄ : Γ → Aut(Xµ, µ̄) such that (Xµ, µ̄, T̄ ) is a probability algebra dynamical sys-

tem. Passing to the dual category provides us with a canonical choice of a PrbAlgΓ-system

associated to (X,X, µ, T ). Of course, the same construction works for any CHPrbΓ-system as

well. This combined abstraction and deletion process, i.e. when we delete the null sets and

with it the point-set structure of the measurable space (X,X), is functorial. In particular, any

CncPrbΓ-factor map is associated to a PrbAlgΓ-factor map. However this functor is not in-

jective on objects; for example the associated probability algebra cannot distinguish between a

concrete probability space and its measure-theoretic completion.

The canonical model functor reverses this process by associating to any PrbAlgΓ-dynamical

system a canonical CHPrbΓ-dynamical system. We sketch one of the two constructions of the

canonical model functor given in [28, Sections 7, 9] which is based on the Stone representation

theorem (the latter theorem is recalled in Appendix A). Let (X, µ, T ) be a PrbAlgΓ-dynamical

system. Let Conc(X) denote the Stone space of the Boolean algebra X and equip it with the

Baire σ-algebra Ba(Conc(X)). We define the measure of E ∈ Ba(Conc(X)) to be the measure

of the unique element of X that generates a clopen subset of Conc(X) that differs from E by a

Baire-meager set. It can be checked that this measure is a Baire-Radon probability measure and

we denote it by µConc(X). For γ ∈ Γ, we define T
γ

Conc(X) := Conc(T γ
X
) : Conc(X) → Conc(X) to

be the unique homeomorphism obtained by applying the Stone functor to the opposite Boolean

isomorphism T γ : X → X. In particular, the inverse image of Baire-meager sets under T
γ

Conc(X)
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are Baire meager and T
γ

Conc(X) preserves the Baire-Radon probability measure µConc(X). Hence,

(Conc(X),Ba(Conc(X)), µConc(X), , TConc(X)) is a CHPrbΓ-system that we called the canonical

model of (X, µ, T ). This correspondence is again functorial, in particular PrbAlgΓ-factor maps

are mapped to CHPrbΓ-factor maps. In fact, we have a stronger functorial property: If we

compose the canonical model functor with the combined abstraction and deletion functor we

obtain the identity functor on PrbAlgΓ (up to natural isomorphisms).

We can use the canonical model functor to introduce Lp spaces and integration on PrbAlg-

spaces (X, µ) by just defining

Lp(X) := Lp(Conc(X))

for 1 ≤ p ≤ ∞, and defining the integral of f ∈ L1(X) to be
∫

Conc(X)
f dµConc(X). One can also de-

fine abstract Lp spaces on probability algebras (or more generally, on measure algebras) directly

without invoking a canonical model, see [22]. One can then show that these abstract Lp spaces

are isomorphic (as Banach and Riesz spaces) to the ones defined above (see [28, Remark 9.13]

for comparison). Given a PrbAlg-dynamical system (X, µ, T ), define the Koopman operator

T γ : Lp(X) → Lp(X) by

T γ( f ) := f ◦ T
γ−1

Conc(X), f ∈ Lp(X)

for all γ ∈ Γ.

Given a CncPrb-space (X,X, µ), we also have the identifications

Lp(X) ≡ Lp(Xµ) = Lp(Conc(Xµ))

as Riesz and Banach spaces. We will freely make use of these identifications in the sequel.

If π : (X, µ, T ) → (Y, ν, S ) is a PrbAlgΓ-factor map, then we have the pullback map π∗ :

Lp(Y) → Lp(X) defined by π∗( f ) := f ◦ Conc(π) which is easily seen to be an isometry. Thus

we can identify Lp(Y) with the closed invariant subspace π∗(Lp(Y)) in Lp(X). In the case of

p = 2, the pullback map π∗ induces a conditional expectation operator E(· | Y) : L2(X) → L2(Y)

by defining

E( f | Y) := E( f | π∗(L2(Y)))

where E( f | π∗(L2(Y))) is the orthogonal projection onto π∗(L2(Conc(Y))) seen as a closed sub-

space of L2(Conc(X)). Furthermore, we have E(T γ( f ) | Y) = S γ(E( f | Y)) for all f ∈ L2(Conc(X)).

As a first example of a PrbAlgΓ-factor we have the PrbAlgΓ-invariant factor. Let (X, µ, T )

be a PrbAlgΓ-dynamical system. Then we define the PrbAlgΓ-invariant factor to consist of the

σ-complete Boolean algebra

InvΓ(X, µ, T ) := {E ∈ X : T γ(E) = E∀γ ∈ Γ}

equipped with the probability measure µ and the restriction of the action T to InvΓ(X, µ, T )

which is just the trivial action. We call (InvΓ(X, µ, T ), µ, T ) the PrbAlgΓ-invariant factor of

(X, µ, T ), where the factor map π : X → InvΓ(X, µ, T ) is the canonical projection. The invariant
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factor is a functor from the category PrbAlgΓ to itself. Namely, if π : (X, µ, T ) → (Y, ν, S ) is a

PrbAlgΓ-extension, then this yields an induced PrbAlgΓ-factor map

π : (InvΓ(X, µ, T ), µ, T )→ (InvΓ(Y, ν, S ), ν, S ).

We can combine the invariant factor functor with the canonical model functor to find a canonical

representation of the invariant factor and the canonical projection in CHPrbΓ. A PrbAlgΓ-

system (X, µ, T ) is said to be ergodic if InvΓ(X, µ, T ) is the trivial algebra {0, 1}.

The following result is established in [28, Theorem 1.6], see also [19, §2] and the references

in [28] for related results in the literature.

Theorem 2.2 (Canonical disintegration). Let Γ be a discrete group. Let (X, µ, T ) and (Y, ν, S )

be PrbAlgΓ-dynamical systems, and let π : X → Y be a PrbAlgΓ-factor map. Then there

is a unique Radon probability measure µy on Conc(X) for each y ∈ Conc(Y) which depends

continuously on y in the vague topology in the sense that y 7→
∫

Conc(X)
f dµy is continuous for

every f in the space of continuous functions C(Conc(X)), and such that

∫

Conc(X)
f (x)g(Conc(π)(x)) dµConc(X)(x)

=

∫

Conc(Y)

(∫

Conc(X)
f dµy

)

g dµConc(Y)

(2.1)

for all f ∈ C(Conc(X)), g ∈ C(Conc(Y)). Furthermore, for each y ∈ Conc(Y), µy is supported on

the compact set Conc(π)−1({y}), in the sense that µY (E) = 0 whenever E is a measurable set dis-

joint from Conc(π)−1({y}). (Note that this conclusion does not require the fibers Conc(π)−1({y})

to be measurable.) Moreover, we have µS
γ

Conc(Y)(y) = (T γ
Conc(X))#µy for all y ∈ Conc(Y) and γ ∈ Γ.

We can use the canonical disintegration to define relatively independent products. Let (X, µ, T )

and (Y, ν, S ) be PrbAlgΓ-dynamical systems and π : X → Y a PrbAlgΓ-factor map. Then we

can define the CHPrbΓ-dynamical system

(Conc(X) × Conc(X),Ba(Conc(X) × Conc(X)),

µConc(X) ×Conc(Y) µConc(X), TConc(X) × TConc(X))

as follows. Recall that Ba(Conc(X) × Conc(X)) = Ba(Conc(X)) × Ba(Conc(X)), see e.g. [30,

Lemma 2.1]. This is the main reason for adopting the “Baire-centric” perspective, see [28] for

further illustration of this perspective.

We define the relatively independent product measure

µConc(X) ×Conc(Y) µConc(X)(E) =
∫

Conc(Y)
µy × µy(E)dνConc(Y)

for E ∈ Ba(Conc(X) × Conc(X)).
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Finally, we define the product action TConc(X) × TConc(X) by

Γ→ Aut(Conc(X) × Conc(X),Ba(Conc(X) × Conc(X)), µConc(X) ×Conc(Y) µConc(X))

γ 7→ (TConc(X) × TConc(X))
γ(x, y) := T

γ

Conc(X)(x) × T
γ

Conc(X)(y).

This canonical relatively independent product has exactly the same properties as its classical

counterpart for standard Borel spaces and countable group actions as for example recorded in

[24, Section 5.5], see [28, §8]. In particular, we have
∫

Conc(Y)
E( f |Y)E(g|Y)dµConc(Y)

=

∫

Conc(X)×Conc(X)
f × g dµConc(X) ×Conc(Y) µConc(X)

(2.2)

3. An ergodic Roth theorem for uncountable amenable groups, and an application

In this section we prove Theorem 1.1 and derive from it a combinatorial application. In

Section 3.1, we describe the conditional Kronecker factors which control the convergence of

the non-conventional ergodic averages as occurring in Theorem 1.1. We verify in Lemma 3.4

that these factors are characteristic. We provide the necessary versions of the mean ergodic

theorem (Theorem 3.1) and the van der Corput lemma (Lemma 3.2) for uncountable group

actions needed to prove Lemma 3.4. We then prove Theorem 1.1 along the lines of the proof

in [9]. Finally, we apply Theorem 1.1 in Section 3.2 to find triangular configurations in dense

subsets of arbitrary amenable groups. To this end, we prove a version of the correspondence

principle of Furstenberg for arbitrary amenable groups.

3.1. Characteristic factors and non-conventional averages. The Kronecker factor is char-

acteristic for the non-conventional ergodic averages in the ergodic Roth theorem for ergodic

Z-actions, see [23, §3]. When considering two commuting actions S , T of an amenable group,

Bergelson, McCutcheon and Zhang [9, §4] identified the factors controlling the convergence

of the non-conventional ergodic averages occuring in the ergodic Roth theorem as compact

extensions of the corresponding T and S T -systems over their common S -invariant factor (see

below for details). A careful Furstenberg-Zimmer structural analysis of compact extensions of

two systems with respect to a common factor is carried out in [9, §2,3]. This is applied in [9,

§4,5] to establish the existence and positivity of the limit in the amenable ergodic Roth the-

orem for countable groups. Since we can use [44, Theorem 1.1] of Zorin-Kranich to get the

existence of the limit in our ergodic Roth theorem for uncountable amenable groups (Theorem

1.1), we can largely avoid adapting the arguments in [9, §2,3] to an uncountable/inseparable

setting and focus on the necessary modifications needed to establish positivity. We remark that

the Furstenberg-Zimmer type structural analysis in [9, §2-4] can be fully adapted, following

the uncountable Furstenberg-Zimmer structure theory developed by the fourth author in [27], to
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obtain also a new ergodic theoretic proof of Zorin-Kranich’s [44, Theorem 1.1] in the case of

two commuting actions of an arbitrary discrete amenable group on an arbitrary space.

For the remainder of this section fix an arbitrary discrete amenable group Γ. A Følner net for

Γ is denoted by (Φα)α∈A and recall our standing assumption that all Følner nets are understood

to be left Følner nets. We start by collecting two well-known results.

Theorem 3.1 (Mean ergodic theorem). Let (X, µ, T ) be a PrbAlgΓ-system and f ∈ L2(X). Then

we have

lim
α∈A

1
|Φα|

∑

γ∈Φα

T
γ

Conc(X)( f ) = E( f |InvΓ(X, µ, T ))

in L2(X).

Proof. E.g., see [36, Theorem 5.7]. �

For the sake of completeness, we give a proof of van der Corput’s lemma for uncountable

amenable groups by adapting the arguments in [9].

Lemma 3.2. Let { fγ : γ ∈ Γ} be a subset of a (not necessarily separable) Hilbert spaceH such

that supγ∈Γ ‖ fγ‖H < ∞. If

lim
α∈A

1
|Φα|2

(

lim sup
β∈A

1
|Φβ|

∑

γ∈Φβ

∑

η,ρ∈Φα

〈 fηγ, fργ〉H

)

= 0, (3.1)

then

lim
α∈A

∥

∥

∥

∥

∥

1
|Φα|

∑

γ∈Φα

fγ

∥

∥

∥

∥

∥

H

= 0.

The lim sup in (3.1) can be defined in a various of equivalent ways. For example, for a

net (xα)α∈A of real numbers, where (A,≤) is a directed set (that is, a partially ordered set with

the property that for every pair a, b ∈ A there is c ∈ A such that a, b ≤ c). We can define

lim supα∈A xα := infα∈A supβ≥α xβ, where {β ≥ α} are the “tail” of the net.

Proof. Let us rewrite

1
|Φβ|

∑

γ∈Φβ

fγ =

(

1
|Φβ|

∑

γ∈Φβ

1
|Φα|

∑

ω∈Φα

fωγ

)

+

(

1
|Φβ|

∑

γ∈Φβ

fγ −
1
|Φβ|

∑

γ∈Φβ

1
|Φα|

∑

ω∈Φα

fωγ

)

.

(3.2)

Note that for the second term of the right-hand side of (3.2),
∥

∥

∥

∥

∥

1
|Φβ|

∑

γ∈Φβ

fγ −
1
|Φβ|

∑

γ∈Φβ

1
|Φα|

∑

ω∈Φα

fωγ

∥

∥

∥

∥

∥

H

=

∥

∥

∥

∥

∥

1
|Φβ|

(
∑

γ∈Φβ

fγ −
1
|Φα|

∑

ω∈Φα

∑

γ∈ωΦβ

fγ)
∥

∥

∥

∥

∥

H

.

(3.3)
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Since supω∈Φα
|Φβ∆ωΦβ|

|Φβ|
→ 0 by the Følner property (see Appendix B), it follows that the right-

hand side of (3.3) converges to 0 (in β). Meanwhile, for the first term in the right-hand side of

(3.2), the Cauchy-Schwarz inequality yields
∥

∥

∥

∥

∥

1
|Φβ|

∑

γ∈Φβ

1
|Φα|

∑

ω∈Φα

fωγ

∥

∥

∥

∥

∥

2

H

≤
1
|Φβ|

∑

γ∈Φβ

∥

∥

∥

∥

∥

1
|Φα|

∑

ω∈Φα

fωγ

∥

∥

∥

∥

∥

2

H

=
1
|Φβ|

∑

γ∈Φβ

1
|Φα|2

∑

ω,ρ∈Φα

〈 fωγ, fργ〉H .

(3.4)

Now taking the norm on both sides of (3.2), using the triangle inequality to separate the two

terms on its right-hand side, choosing then first β and second α large enough, the claim follows

from the hypothesis (3.1). �

We introduce the important notion of compact extensions.

Definition 3.3 (Compact extension). An abstract PrbAlgΓ-extension

π : (X, µ, T )→ (Y, ν, S )

is called a PrbAlgΓ-compact extension if L2(X) is the closure of the union of all finitely gener-

ated, closed, and T -invariant L∞(Y)-submodules of L2(X).

The interested reader is referred to [27, §4] for different descriptions of abstract compact

extension. One of these descriptions in terms of conditionally almost periodic functions is

used in the proof of our uncountable amenable ergodic Roth theorem below and is derived in

Appendix D. For a more extensive treatment we refer to [27, §4].

Given an arbitrary PrbAlgΓ-extension π : (X, µ, T ) → (Y, ν, S ), there is a largest compact

extension of Y below X. More precisely, let H be the closure of the union of all finitely gen-

erated, closed, and T -invariant L∞(Y)-submodules of L2(X). Since H is closed under complex

conjugation and multiplication, we can identify H with a von Neumann subalgebra of L∞(X).

Now using the well known duality between categories of commutative von Neumann algebras

and probability algebras, we can identify with H a PrbAlgΓ-factor (Z, λ,R) of (X, µ, T ) which

is an PrbAlgΓ-extension of (Y, ν, S ), see [28] and [27, §2] for a reference.

For the remainder of this section, we fix a PrbAlgΓ-Roth dynamical system (X, µ, S , T ). Then

(X, µ, S T ) is a PrbAlgΓ-dynamical system where the abstract action S T : Γ → Aut(X, µ) is

defined by γ 7→ S γ ◦ T γ. We write S γT γ = S γ ◦ T γ. It follows from the commutativity of T, S

that (InvΓ(X, µ, S ), µ, T ) is a PrbAlgΓ-factor of (X, µ, T ) and (X, µ, S T ) respectively. In order to

lighten the notation, we denote by Y = InvΓ(X, µ, S ). Let H be the closure of the union of all

finitely generated, closed, and T -invariant L∞(Y)-submodules of L2(X). We call the PrbAlgΓ-

factor (ZT , µZT
, TZT

) of (X, µ, T ) identified with H the conditional Kronecker factor of (X, µ, T ).

Similarly, we define the conditional Kronecker factor of (ZS T , µZS T
, TZS T

) of (X, µ, S T ) relative

to the invariant factor Y .
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Going forward, we work with the canonical models of the above systems and their corre-

sponding CHPrbΓ-factor relations. For example, the canonical model of (X, µ, S , T ) is denoted

by (Conc(X),Ba(Conc(X)), µConc(X), S Conc(X), TConc(X)) and we have the CHPrbΓ-factor map

(Conc(ZS T ),Ba(Conc(ZS T )), µConc(ZS T ), (S T )Conc(ZS T ))

→ (Conc(Y),Ba(Y), µConc(Y), TConc(Y)).

Lemma 3.4. Suppose that f , g ∈ L∞(X) with f ⊥ L2(ZT ) or g ⊥ L2(ZS T ), where we view L2(ZT )

and L2(ZS T ) as subspaces of L2(X). Then

lim
α∈A

1
|Φα|

∑

γ∈Φα

T γ( f )S γT γ(g) = 0 (3.5)

in L2(X).

We adapt the arguments in [9, Theorem 4.3], we include the details for completeness.

Proof. It is enough to consider the case f ⊥ L2(ZT ). The proof for the case where g ⊥ L2(ZS T )

is similar. Then

1
|Φα|

∑

γ∈Φα

〈uζγ, uθγ〉L2(X)

=
1
|Φα|

∑

γ∈Φα

∫

T ζγ( f )S ζγT ζγ(g)T θγ( f )S θγT θγ(g)dµConc(X)

=
1
|Φα|

∑

γ∈Φα

∫

T ζ( f )T θ( f )S ζγT ζ(g)S θγT θ(g)dµConc(X)

=

∫

T ζ( f )T θ( f )

















1
|Φα|

∑

γ∈Φα

S ζT ζS γ(g)S θT θS γ(g)

















dµConc(X).

The second equality is due to T γ being measure preserving. By Theorem 3.1 and orthogonal

decomposition, we have

1
|Φα|

∑

γ∈Φα

〈uζγ, uθγ〉L2(X)

→

∫

T ζ( f )T θ( f )E(S ζT ζ(g)S θT θ(g) | Y)dµConc(X)

=

∫

E(T ζ( f )T θ( f ) | Y)E(S ζT ζ(g)S θT θ(g) | Y)dµConc(Y).

By (2.2) this equals
∫

T ζ × S ζT ζ( f × g)T θ × S θT θ( f × g) dµConc(X) ×Conc(Y) µConc(X) =: aζ,θ.
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Note that by Lemma 3.2, to conclude the proof it suffices to show that

lim
α∈A

1
|Φα|2

∑

ζ,θ∈Φα

aζ,θ = 0.

Observe that the left hand-side of the last display equals

lim
α∈A
‖

1
|Φα|

∑

γ∈Φα

T
γ

Conc(X) × S
γ

Conc(X)T
γ

Conc(X)( f × g)‖2
L2(X).

This equals zero by another application of Theorem 3.1 since f × g is orthogonal to the in-

variant factor of the relatively independent product with respect to the action of TConc(X) ×

S Conc(X)TConc(X). The proof is complete. �

We now prove our ergodic Roth theorem for uncountable amenable groups.

Proof of Theorem 1.1. The existence of the limit (1.1) follows from [44, Theorem 1.1]. It

remains to establish positivity of (1.1). More precisely, for every E ∈ Ba(Conc(X)) with

µConc(X)(E) > 0 we will show that

lim
α∈A

1
|Φα|

∑

γ∈Φα

µConc(X)(E ∩ T
γ

Conc(X)(E) ∩ S
γ

Conc(X)T
γ

Conc(X)(E)) > 0. (3.6)

By Lemma 3.4 and an orthogonal decomposition, it is enough to show that

lim
α∈A

1
|Φα|

∑

γ∈Φα

∫

Conc(X)
1EE(1E |ZT )E(1E |ZS T )dµConc(X) > 0.

Since µConc(X)(E) > 0, it holds that E(1E |ZT )E(1E |ZS T ) > 0 on E. Thus, there exist r > 0 and

E′ ∈ Ba(Conc(X)) with E′ ⊂ E and µConc(X)(E′) > 0 such that

E(1E |ZT )E(1E |ZS T ) > r on E′.

Recall that we denote by Y the invariant factor of (X, µ, S ). Since

0 < µConc(X)(E
′) =
∫

Conc(Y)
E(1E′ |Y)dµConc(Y),

we find t > 0 and F ∈ Ba(Conc(Y)) with µConc(Y)(F) > 0 such that E(1E′ |Y) > t on F. In

particular, we obtain

E(1EE(1E |ZT )E(1E |ZS T )|Y) ≥ rE(1E′ |Y) > rt on F.

Furthermore, by the definition of a compact extension, there exist sequences ( fn) and (gn) such

that each fn is contained in a T -invariant finitely generated L∞(Y)-submodule of L2(X), each gn

is contained in an (S T )-invariant finitely generated L∞(Y)-submodule of L2(X), and

‖E(1E |ZT ) − fn‖L2(X) → 0 and ‖E(1E |ZS T ) − gn‖L2(X) → 0.

We can and will assume that fn and gn are bounded for all n. Indeed, we can define fn,m =

fn1E(| fn |2 |Y)≤m. Then fn,m is an element of the same L∞(Y)-submodule as fn for each m and every

n and the diagonal sequence ( fn,n) approximates E(1E |ZT ) in L2(X). Similarly for (gn).
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Using the identity

‖u‖2
L2(X) =

∫

Conc(Y)
E(|u|2|Y)dµConc(Y)

and passing to a subsequence if necessary, we have that

E(|E(1E |ZT ) − fn|
2|Y)→ 0 and E(|E(1E |ZS T ) − gn|

2|Y)→ 0 a.s.

By Egorov’s theorem, we find F′ ∈ Ba(Conc(Y)) with F′ ⊂ F and µConc(Y)(F′) > 0 such that

2µConc(Y)(F′) > µConc(Y)(F) and the following two hold

E(|E(1E |ZT ) − fn|
2|Y)→ 0 a.s. uniformly on F′

E(|E(1E |ZS T ) − gn|
2|Y)→ 0 a.s. uniformly on F′

In particular, for any ε > 0 we find some f and g in a T - and (S T )-invariant finitely generated

L∞(Y)-submodule of L2(X), respectively, such that

E(|E(1E |ZT ) − f |2|Y) < ε on F′

E(|E(1E |ZS T ) − g|2|Y) < ε on F′.
(3.7)

Since both f , g lie in finitely generated, closed, and T - and (S T )-invariant L∞(Y)-submodules

of L2(X), respectively, it follows from (ii)’ implies (iii)’ in [27, Theorem 4.1] that there are

h1, . . . , hl ∈ L2(X) such that for each γ ∈ Γ, the following two hold

E(|T γ
Conc(X)( f ) − hNT

γ
|2|Y) < ε on F′,

E(|S γ
Conc(X)T

γ

Conc(X)(g) − hNS T
γ
|2|Y) < ε on F′,

(3.8)

where

NT
γ =

l
∑

m=1

m1Cm,γ
, NS T

γ =

l
∑

m=1

m1Dm,γ
,

and (Cm,γ) and (Dm,γ) are defined as follows.

Let C̃m,γ = {E(|T γ
Conc(X)( f ) − hm|

2|Y) < ε} for m = 1, . . . , l, and set C1,γ = C̃1,γ and Cm,γ =

C̃m,γ\
⋃m−1

m′=1 C̃m′,γ for m = 2, . . . , l. Similarly define Dm,γ, m = 1, . . . , l with T
γ

Conc(X)( f ) replaced

by S
γ

Conc(X)T
γ

Conc(X)(g). A self-contained proof of the above result in [27] tailored to our setting

is Lemma D.1 in Appendix D.

Next we show the following claim.

Claim. Let M > 0. For any 0 < δ < 1 there exist γ̃1, . . . , γ̃M ∈ Γ such that

(i) 5 µConc(X)(F′ ∩ (T γ̃1

Conc(X))
−1F′ ∩ . . . ∩ (T γ̃M

Conc(X))
−1F′) > (δµConc(X)(F′))2M

,

(ii) γ̃−1
i γ̃ j ∈ Φα for some α ∈ A whenever 1 ≤ i < j ≤ M.

Proof of claim. Observe that by Theorem 3.1,

lim
α∈A

1
|Φα|

∑

γ∈Φα

µConc(X)(F
′ ∩ (T γ

Conc(X))
−1(F′)) = 〈1F′ ,E[1F′ |ZT ]〉L2(X) (3.9)

5We identify a subset Y′ of the factor Y with the subset π−1(Y′) of X, where π : (X, µ, S )→ Y is the factor map.
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This equals ‖E[1F′ |ZT ]]‖2
L2(x)

, which is bounded from below by

‖E[1F′ |ZT ]]‖2
L1(x) = µConc(X)(F

′)2.

By the pigeonhole principle, for every 0 < δ < 1 there exist α1 ∈ A and γ1 ∈ Φα1 such that

µConc(X)(F
′ ∩ (T γ1

Conc(X))
−1(F′)) > δ(µConc(X)(F

′))2.

For a given Følner net (Φα)α∈A and any finite family γ1, . . . , γk ∈ Γ, we have that (Φα∩γ1Φα∩

. . . ∩ γkΦα)α∈A is also a Følner net. Thus, we may iterate the previous argument.

Let F1 = F′ ∩ (T γ1

Conc(X))
−1(F′). Repeating the previous argument, where we replace F′ by F1,

we find α2 ∈ A and γ2 ∈ Φα2 ∩ γ
−1
1 Φα2 such that

µConc(X)(F1 ∩ (T γ2

Conc(X))
−1(F1)) > δ(µConc(X)(F1))2.

This implies

µConc(X)(F
′ ∩ (T γ1

Conc(X))
−1(F′) ∩ (T γ2

Conc(X))
−1(F′) ∩ (T γ1γ2

Conc(X))
−1(F′))

> δ3µConc(X)(F
′)4.

Set F2 = F1 ∩ (T γ2

Conc(X))
−1(F1). Choose α3 ∈ A and γ3 ∈ Φα3 ∩ γ

−1
1 Φα3 ∩ γ

−1
2 Φα3 ∩ (γ1γ2)−1Φα3

such that

µConc(X)(F2 ∩ (T γ3

Conc(X)(F2)) > δµConc(X)(F2)2.

After M iterations we obtain γ̃1, . . . , γ̃M with the properties (i) and (ii), where γ̃i = γ1γ2 · · · γi

for 1 ≤ i ≤ M. This completes the proof of the claim. �

Now we choose M = l2 + 1. By the above claim we find γ̃1, . . . , γ̃M with the properties (i)

and (ii). By the pigeonhole principle, one can construct measurable functions I, J : Conc(Y)→

{1, . . . ,M} such that I(y) < J(y), NT
γ̃I(y)

(y) = NT
γ̃J(y)

(y), and NS T
γ̃I(y)

(y) = NS T
γ̃J(y)

(y). Using (3.8) and the

triangle inequality, we obtain

E(|T γ̃I

Conc(X)( f ) − T
γ̃J

Conc(X)( f )|2|Y) < 2ε on F′ and

E(|S γ̃I

Conc(X)T
γ̃I

Conc(X)(g) − S
γ̃J

Conc(X)T
γ̃J

Conc(X)(g)|2|Y) < 2ε on F′.

These inequalities imply

E(| f − T
γ̃−1

I
γ̃J

Conc(X)( f )|2|Y) ◦ T γ̃
−1
I < 2ε on F′. (3.10)

E(|g − S
γ̃−1

I
γ̃J

Conc(X)T
γ̃−1

I
γ̃J

Conc(X)(g)|2|Y) ◦ T
γ̃−1

I

Conc(X) < 2ε on F′.

In the second inequality we have used that S acts trivially on Y . Let us set

D := F′ ∩ T
γ̃1

Conc(X)F
′ ∩ . . . ∩ T

γ̃M

Conc(X)F
′.

Now for y ∈ D, we have (T
γ̃I(y)

Conc(X))
−1(y) ∈ F′. Therefore, by (3.7) we obtain

T
γ̃I(y)

Conc(X)(E(|E(1E |ZT ) − f |2|Y))(y) < ε (3.11)

T
γ̃I(y)

Conc(X)(E(|E(1E |ZS T ) − g|2|Y))(y) < ε.
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for almost every y ∈ D. Moreover, since (T γ̃J(y)

Conc(X))
−1(y) ∈ F′, we have

T
γ̃I

Conc(X)(E(|T
γ̃−1

I
γ̃J

Conc(X)(E(1E |ZT ) − T
γ̃−1

I
γ̃J

Conc(X)( f )|2|Y)

= T
γ̃J

Conc(X)E(|E(1E |ZT ) − f |2|Y) < ε on D.
(3.12)

Applying the triangle inequality to (3.10), (3.11), and (3.12), we obtain

T
γ̃I

Conc(X)E(|E(1E |ZT ) − T
γ̃−1

I
γ̃J

Conc(X)(E(1E |ZT ))|2|Y) < 4ε on D.

Similarly, we have

T
γ̃I

Conc(X)E(|E(1E |ZS T ) − T
γ̃−1

I
γ̃J

Conc(X)(E(1E |ZS T ))|2|Y) < 4ε on D

Let γ̃ := γ̃(y) = γ̃−1
I(y)γ̃J(y). Setting ε = rt

16 , we then obtain

E(1ET
γ̃

Conc(X)(E(1E |ZT ))S γ̃
Conc(X)T

γ̃

Conc(X)(E(1E |ZS T ))|Y)

> E(1EE(1E |ZT )E(1E |ZS T )|Y) − 8ε >
rt

2
on D.

Let η = (δµConc(X)(F′))2M

. We can choose B ⊂ D with µConc(X)(B) > η

M2 such that γ̃0 = γ̃(y) is

constant on B. Then
∫

Conc(X)
1ET

γ̃0

Conc(X)(E(1E |ZT ))S γ̃0

Conc(X)T
γ̃0

Conc(X)(E(1E |ZS T )) >
rtη

2M2
> 0.

We have that γ̃0 ∈ Φα for some α ∈ A. It follows from Proposition B.1 that

G =

{

γ̃0 ∈ Γ :
∫

Conc(X)
1ET

γ̃0
Conc(X)(E(1E |ZT ))S γ̃0

Conc(X)T
γ̃0
Conc(X)(E(1E |ZS T )) >

rtη

2M2

}

is syndetic, since neither of the quantities E(1E |ZT ),E(1E |ZS T ), r, t, η,M depend on the choice of

the Følner net. It follows from Lemma B.2 that BD
Γ
(G) > 0. Thus

lim
α∈A

1
|Φα|

∑

γ∈Φα

∫

Conc(X)
1ET

γ̃0

Conc(X)(E(1E |ZT ))S γ̃0

Conc(X)T
γ̃0

Conc(X)(E(1E |ZS T ))

> d̄Φ(G)
rtη

2M2
> 0,

where d̄Φ(G) = lim supα
|G∩Φα |

|Φα |
. We therefore obtain (3.6), as needed. �

From Theorem 1.1 we deduce Corollary 1.2, about the largeness of the set of return times.

Proof of Corollary 1.2. Assume towards a contradiction that for each n ∈ N,

Gn = {γ ∈ Γ : µ(E ∧ T γE ∧ S γT γE) > 1/n}

is not syndetic. Let (Φα)α∈A be a Følner net. Since Gn is not syndetic there exists γn
α ∈ Γ\Φ

−1
α Gn

for each α ∈ A, n ∈ N. We have that (Φn
α)α∈A defined by Φn

α := Φαγn
α is another Følner net for

each n ∈ N such that Φn
α ∩Gn = ∅ for all α ∈ A, n ∈ N. By construction, for every α ∈ A,

1
|Φn
α|

∑

γ∈Φn
α

µ(E ∧ T γE ∧ S γT γE) ≤
1
n
. (3.13)
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By [44, Theorem 1.1 (2)], the limit

lim
α∈A

1
|Φn
α|

∑

γ∈Φn
α

µ(E ∧ T γE ∧ S γT γE)

exists and is independent of the choice of the Følner net. Moreover, by (3.13), this limit is less

than any ε > 0, hence it must be zero. However, this contradicts Theorem 1.1. �

3.2. Triangular patterns in Γ × Γ. In this section we employ Theorem 1.1 and Corollary 1.2

to prove Theorem 1.3. We proceed similarly as in [9]. By [36, Proposition 0.16 (5)], Γ × Γ is a

discrete amenable group if Γ is so as well. We will need a correspondence principle analogous

to [9, Proposition 6.2]. In [8, Theorem 2.1], Bergelson and McCutcheon establish a corre-

spondence principle for countable amenable semigroups. We adapt this proof for uncountable

discrete amenable groups.

Let Ω = {0, 1}Γ×Γ. Then Ω is a totally disconnected compact Hausdorff space, thus a Stone

space (see Appendix A). An elementω ∈ Ω corresponds uniquely to a subset of Γ×Γ. We define

an action of Γ×Γ on Ω as follows. First let S : Γ→ Aut(Ω) be defined by S γ(ω)(θ, ζ) := (θγ, ζ)

and T : Γ→ Aut(Ω) be defined by T γ(ω)(θ, ζ) := (θ, ζγ). Since T, S are commuting, so we can

define

U : Γ × Γ→ Aut(Ω), U(θ, γ) := S (θ) ◦ T (γ).

Lemma 3.5 (An uncountable Furstenberg correspondence principle). Fix an invariant mean

m : ℓ∞(Γ × Γ) → R and let Λ ⊂ Γ × Γ be such that m(1Λ) > 0. Let X be the U-orbit closure of

1Λ in Ω, that is, X := {S θT γ(1Λ) : θ, γ ∈ Γ}. Then there exits a CHPrbΓ-Roth dynamical system

(X,Ba(X), µ, S , T ) such that µ({ω ∈ X : ω(e, e) = 1}) > 0 where e is the identity element of the

group Γ and ω(e, e) is the evaluation of ω ∈ Ω at the entry (e, e).

Proof. The collection O of cylinder sets

{x ∈ X : x(γ1) = a1, . . . , x(γk) = ak} (3.14)

(where k ∈ N, γi ∈ Γ × Γ, ai ∈ {0, 1}, 1 ≤ i ≤ k) is a clopen base of the topology of X.

Let A be the Boolean algebra generated by O and X be the corresponding σ-algebra. By the

Stone-Weierstraß theorem, we have X = Ba(X). For a cylinder set D of the form (3.14), define

µ(D) := m(1γ−1
1 Λ1
· . . . · 1γ−1

k
Λk

),

where Λi = Λ if ai = 1 and Λi = Λ
c if ai = 0, 1 ≤ i ≤ k. By compactness, µ is a premeasure on

A and thus can be extended to a Baire probability measure on X by the Carathéodory extension

theorem. Any Baire probability measure on a compact Hausdorff space is Radon (e.g., see [28,

Proposition 4.2(iii)]). By construction, µ is T - and S -invariant and satisfies

µ({ω ∈ X : ω(e, e) = 1}) = m(1Λ) > 0.

�
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Proof of Proposition 1.3. By Lemma 3.5, there exists a U-invariant Baire probability measure

µ on X := {S θT γ1E : θ, γ ∈ Γ} such that

µ(Uγ1 (A) ∩ . . . ∩ Uγn(A)) = m(1γ−1
1 Λ
· . . . · 1γ−1

n Λ
), (3.15)

where A = {ω ∈ X : ω(e, e) = 1}. We now pass from the CHPrbΓ-Roth dynamical sys-

tem (X,X, µ, S , T ), for which (3.15) holds, to the corresponding PrbAlgΓ-dynamical system

(Xµ, µ̄, S̄ , T̄ ) by the deletion and abstraction process described in Section 2. This allows us to

apply Corollary 1.2 and thereby obtain that

Θ := {γ ∈ Γ : µ̄([A] ∧ T̄ γ([A]) ∧ S̄ γT̄ γ([A])) > 0}

is syndetic in Γ. Thus for every γ ∈ Θ we can choose ξ ∈ A∩T γ(A)∩ S γT γ(A). Since A is open

and ξ ∈ {U(θ,ζ)(1Λ) : (θ, ζ) ∈ Γ × Γ}, there exists (θ, ζ) ∈ Γ × Γ such that

S θT ζ(1Λ) = U(θ,ζ)(1Λ) ∈ A ∩ T γ(A) ∩ S γT γ(A).

Therefore, (θ, ζ), (γθ, ζ), and (γθ, γζ) are all in Λ. This finishes the proof. �

4. Uniform syndeticity in the amenable ergodic Roth theorem

In this section, we prove our main application Theorem 1.7. In the proof we apply tools from

ultralimit analysis (aka non-standard analysis). In the following two lemmas, we establish some

relations between lower Banach densities of a sequence of sets and the lower Banach density of

their ultraproduct set. These lemmas will be useful in the proof of Theorem 1.7 below.

Lemma 4.1. Let G be a uniformly amenable set of groups. Let (Γn) be a sequence in G. Let p

be a non-principal ultrafilter on N and Γ∗ =
∏

n→p Γn the ultraproduct of (Γn). Let (mn) be a

sequence of invariant finitely additive probability measures mn : P(Γn) → [0, 1]. Then we can

associate to (mn) an invariant finitely additive probability measure m : P(Γ∗)→ [0, 1].

We denote by st the standard part of a non-standard real number.

Proof. By Łos’s theorem, the Loeb measure

m(A∗) ≔ st(lim
n→p

mn(An))

is an invariant finitely additive probability measure on the algebra of internal subsets A∗ =
∏

n→p An of Γ∗ where An ⊂ Γn for each n. Define M(1A∗) ≔ m(A∗), and extend M to the closed

linear hull D of {1A∗ : A∗ ⊂ Γ∗ internal} in ℓ∞(Γ∗) by linearity and continuity. The closed

subspaceD majorizes ℓ∞(Γ∗) in the sense that for every f ∈ ℓ∞(Γ∗) there exists g ∈ D such that

f ≤ g (we can take g = ‖ f ‖∞ since 1 ∈ D). By Silverman’s Hahn-Banach extension theorem for

invariant means [39, 40], we can extend6 M to an invariant mean on the whole space ℓ∞(Γ∗). �

6This extension is not unique in general, however this will not cause an issue later.
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Lemma 4.2. Let G be a uniformly amenable set of groups. Let (Γn) be a sequence in G. Let p

be a non-principal ultrafilter onN and Γ∗ =
∏

n→p Γn the ultraproduct of (Γn). Let A =
∏

n→p An

be an internal subset of Γ∗, where An ⊂ Γn for each n. Then we have

st(lim
n→p
BD
Γn

(An)) = inf{st(lim
n→p

mn(An)) : mn ∈ Mn, n ∈ N}, (4.1)

whereMn is the collection of invariant finitely additive probability measures on Γn for each n.

Proof. First, we show “≤” in (4.1). By definition, BD
Γn

(An) ≤ mn(An) for all mn ∈ Mn for all

n. Hence, limn→p BDΓn
(An) ≤ limn→p mn(An) for any sequence (mn) with mn ∈ Mn, and thus

st(limn→p BDΓn
(An)) ≤ st(limn→p mn(An)). We obtain “≤” in (4.1) upon taking the infimum

over all possible sequences (mn) with mn ∈ Mn for each n.

Second, we show “≥” in (4.1) by contradiction, that is, assume that we had C < D, where

we denote by C,D the left- and right-hand side of (4.1), respectively. By definition, {n ∈

N : BD
Γn

(An) < D} ∈ p which implies that

{n ∈ N : ∃ mn ∈ Mn such that mn(An) < D} ∈ p.

In particular, {n ∈ N : mn(An) < st(limn→p mn(An))} ∈ p, and it follows that st(limn→p mn(An)) <

st(limn→p mn(An)) which is absurd. This proves the “≥” part in (4.1). �

We are now in a good position to prove Theorem 1.7.

Proof. Let G be a uniformly amenable set of groups. Suppose by contradiction that there

exists ε > 0 such that for every n there are Γn ∈ G , a PrbAlgΓn
-Roth dynamical system

(Xn, µn, TXn
, S Xn

) with canonical concrete CHPrbΓn
-representation

(Conc(Xn),Ba(Conc(Xn)), µConc(Xn), TConc(Xn), S Conc(Xn)),

and En ∈ Ba(Conc(Xn)) with µConc(Xn)(En) ≥ ε such that

BD
Γn

({γ ∈ Γn : µConc(Xn)(En ∩ T
γ

Conc(Xn)En ∩ S
γ

Conc(Xn)T
γ

Conc(Xn)En) > 1/n}) ≤ 1/n. (4.2)

Fix a non-principal ultrafilter p on N. Construct the ultraproduct PrbAlgΓ∗-Roth dynamical

system (Xµ, µXµ, T, S ) from the sequence

(Conc(Xn),Ba(Conc(Xn)), µConc(Xn), TConc(Xn), S Conc(Xn))

by the recipe in Appendix C. By construction, we have µXµ([E∗]) ≥ ε where E∗ =
∏

n→p En. By

Corollary 1.2, there exists δ > 0 such that

D ≔ BD
Γ∗

({γ∗ ∈ Γ∗ : µXµ([E∗] ∧ T γ∗∗ [E∗] ∧ S γ∗∗ T γ∗∗ [E∗]) > δ}) > 0. (4.3)

Unwrapping all definitions, we have

{γ∗ ∈ Γ∗ : µXµ([E∗] ∧ T γ∗∗ [E∗] ∧ S γ∗∗ T γ∗∗ [E∗])} (4.4)

=
∏

n→p

{γn ∈ Γn : µConc(Xn)(En ∩ T
γn

Conc(Xn)En ∩ S
γn

Conc(Xn)T
γn

Conc(Xn)En)}.
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Denote An = {γn ∈ Γn : µConc(Xn)(En∩T
γn

Conc(Xn)En∩S
γn

Conc(Xn)T
γn

Conc(Xn)En)}. It follows from Lemma

4.1 and (4.4) that

D ≤ inf{st(lim
n→p

mn(An)) : mn : P(Γn)→ [0, 1], n ∈ N},

where the mn denote finitely additive invariant probability measures. By Lemma 4.2,

D ≤ (4.5)

st(lim
n→p
BD
Γn

({γn ∈ Γn : µConc(Xn)(En ∩ T
γn

Conc(Xn)En ∩ S
γn

Conc(Xn)T
γn

Conc(Xn)En) > δ})).

Define the set R to be all n ∈ N that satisfy

BD
Γn

({γn ∈ Γn : µConc(Xn)(En ∩ T
γn

Conc(Xn)En ∩ S
γn

Conc(Xn)T
γn

Conc(Xn)En) > δ}) ≤
1
n
.

Then, by hypothesis (4.2), R contains all but finitely many n. Since the Fréchet filter is contained

in any non-principal ultrafilter (see the beginning of Appendix C), we have R ∈ p. Therefore it

follows from (4.5) that D must be zero, however this contradicts (4.3). �

Appendix A. Boolean algebras and the Stone representation theorem

A Boolean algebra is a ring (X,+, ·) with a multiplicative identity 1 in which x2 = x for every

x ∈ X. We always assume the non-degeneracy condition 0 , 1. A prototypical example is

(X,∆,∩) where X is any set and X ⊂ 2X is an algebra of subsets of X, and ∆ is the symmetric

difference. Its zero is the empty set ∅ and the multiplicative identity is X. In particular, we have

the trivial algebra ({∅, X},∆,∩) which is ring-isomorphic to the finite field (F2,+, ·). Given a

boolean algebra (X,+, ·) and x, y ∈ X, we set x∆y = x + y, x ∧ y = x · y, x ∨ y = x + y + xy and

denote x ≤ y if and only if x · y = x.

A subalgebra is a subring of X which contains its multiplicative identity. A set I ⊂ X is an

ideal if and only if 0 ∈ I, x∨ y ∈ I for all x, y ∈ I, and x ∈ I whenever x ≤ y and y ∈ I. Note that

while an ideal in a Boolean algebra is necessarily a subring, it constitutes a subalgebra only if

it is X itself. Moreover, the quotient ring X/I is a Boolean algebra called the quotient algebra.

A map f : X → Y between two Boolean algebras X and Y is called a Boolean homomorphism

if it is a ring homomorphism, that is, f (x∆y) = f (x)∆ f (y) and f (x∧ y) = f (x)∧ f (y), and maps

the multiplicative identity of X to the multiplicative identity of Y . Note that f (X) is a subalgebra

of Y .

A Boolean algebra is calledσ-complete if every non-empty countable subset has a least upper

bound. An ideal I of a Boolean algebra is called a σ-ideal if every non-empty countable subset

of I has a least upper bound in I. If I is a σ-ideal I in a σ-complete Boolean algebra X, then the

quotient algebra X/I is σ-complete as well.

Any abstract Boolean algebra can be represented by a concrete Boolean algebra of sets by

Stone’s representation theorem, as follows. Consider the set ZX of all (non-zero) ring homomor-

phisms from X to F2. The image s(X) under the map s : X → 2X, x 7→ s(x) = { f ∈ ZX : f (x) =
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1} is a base of a topology on ZX. The set ZX equipped with the topology generated by s(X) is

called the Stone space of the Boolean algebra X. Moreover one can show that s(X) corresponds

to the set of all clopen (closed and open) subsets of ZX. Therefore ZX is a totally disconnected

space. Moreover one can show that it is also compact Hausdorff. By Stone’s representation

theorem, the set of all clopen subsets of ZX equipped with the usual set operations is a Boolean

algebra isomorphic to X, see [33, Section 7] for a comprehensive introduction into this topolog-

ical version of Stone duality. The Stone space ZX can also be regarded as a closed subspace of

a generalized Cantor space. More precisely, ZX is a closed subspace of {0, 1}X = FX
2 viewed as

topological product space with {0, 1} endowed with the discrete topology (see [33, Section 7]

for details). Any Boolean homomorphism f : X → Y between Boolean algebras X and Y can

be uniquely represented as a continuous function f̂ : ZY → ZX given by f̂ (α) = α ◦ f where

α ∈ ZY is a Boolean homomorphism from Y to F2. This correspondence is a contravariant func-

tor between the category Boolean algebras and Stone spaces, which establishes a well-known

equivalence of categories, known as Stone duality.

Appendix B. Amenability, syndeticity, and uniform amenability

B.1. Amenability and syndeticity. A discrete group Γ is said to be amenable if it satisfies one

of the following equivalent conditions:

(i) (Følner condition) For every finite set Ψ ⊂ Γ and every 0 < ε < 1 there exists a finite set

Φ = Φ(ε,Ψ) ⊂ Γ such that

max
γ∈Ψ
|Φ∆γΦ| ≤ ε|Φ|. (B.1)

(ii) There exists a Følner net for Γ, that is, a net (Φα)α∈A of non-empty finite subsets of Γ,

such that

lim
α∈A

|Φα∆γΦα|

|Φα|
→ 0

for all γ ∈ Γ.

(iii) There exists an invariant mean for Γ, that is a positive linear functional m : ℓ∞(Γ) → R

with the properties that m(1) = 1 and m(γ f ) = m( f ), where (γ f )(γ′) := f (γ−1γ′) is the

left-regular representation.

(iv) There exists an invariant finitely additive probability measure µ : P(Γ) → [0, 1], that is

a finitely additive probability measure µ : P(Γ) → [0, 1] such that µ(γE) = µ(E) for all

γ ∈ Γ and E ⊂ Γ, where γE = {γγ̃ : γ̃ ∈ E}.

See [34, 36] for a proof of these equivalences.

One is often interested when a certain subset of a discrete amenable group is syndetic. The

following proposition gives a sufficient condition for a subset of a discrete amenable group to

be syndetic.
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Proposition B.1. Let Γ be a discrete amenable group. Let E be a subset of Γ. If for every left

Følner net (Φα)α∈A for Γ there exists α ∈ A such that Φα ∩ E , ∅, then E is syndetic.

Proof. Towards a contradiction assume that E is not syndetic. Let (Φα)α∈A be an arbitrary Følner

net. Since we assumed that E is not syndetic and each Φα is finite, we must have that there

exists hα ∈ Γ\Φ
−1
α E for each α ∈ A. Now (Φαhα)α∈A is a Følner net (as can be easily seen from

translation invariance of Haar counting measure on Γ) such that Φαhα ∩ E = ∅ contradicting the

hypothesis, thus E is syndetic. �

Bergelson, Hindman and McCutcheon established the following characterization of synde-

ticity in discrete amenable groups in [4, Theorem 2.7(a)].

Lemma B.2. Let Γ be a discrete amenable group. A subset E ⊂ Γ is syndetic if and only if

BD
Γ
(E) > 0.

The proof of Lemma B.2 in [4] relies on the notion of the lower Banach density defined in

(1.4). For the integers, this definition is equivalent to the definition (1.2).

Lemma B.3. For every A ⊂ Z we have

lim inf
b−a→∞

|A ∩ {a, a + 1, . . . , b}|
b − a + 1

(B.2)

= inf
{

lim inf
n→∞

|A ∩ Fn|

|Fn|
: (Fn)n∈Z is a Følner sequence for Z

}

(B.3)

= inf{ν(A) : ν is an invariant finitely additive probability measure on Z}. (B.4)

Proof. We start by proving that (B.2) equals (B.3). We follow the argument in [2] which dis-

cusses an analogous statement for the upper Banach density. First note that an arbitrary se-

quence of intervals

({an, . . . , bn})n with bn − an → ∞ as n→ ∞ (B.5)

is a Følner sequence for Z. Thus, (B.3) is no greater than (B.2).

To see the reverse inequality, it suffices to prove that given any set A ⊆ Z and any Følner

sequence (Fn)n there is a sequence (xn)n such that (B.3) equals

lim
n→∞

|A ∩ (xn + Fn)|
|Fn|

. (B.6)

To show this, it suffices to show that given any β > (B.3) and any finite set F, there exists x ∈ Z

such that
|A ∩ (x + F)|
|F |

≤ β.

Observe that if there is a Følner sequence (Gn)n such that for some G ∈ {Gn}n, one has

|A ∩ (y +G)|
|G|

≤ β for each y ∈ F, (B.7)
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then we have
∑

x∈G

|A ∩ (x + F)| = |{(y, x) ∈ F ×G : y + x ∈ A}| =
∑

y∈F

|A ∩ (y +G)| ≤ β|G||F |.

Dividing by |G||F | and argue by pigeonholing, we complete the proof.

We prove the existence of a Følner sequence (Gn)n such that for some G ∈ {Gn}n we have

(B.7), by contradiction. Suppose then that for every Følner sequence (Gn)n and every n there

exists yn ∈ F such that |A ∩ (yn +Gn)|/|Gn| > β. Since (Gn)n is Følner, for any ε > 0, there is n0

such that if n ≥ n0, |(yn +Gn)∆Gn|/|Gn| ≤ ilon. This, in turn, implies (B.3) ≥ β, a contradiction.

The equivalence of (B.3) and (B.4) is classical and can be derived from [36, Theorem 4.17]7.

�

B.2. Uniform amenability. The notion of uniform amenability was introduced by Keller [31]

with the purpose of defining a notion of amenability that is stable under switching to non-

standard models (ultrapowers) of a given group. The condition stated in (1.3) is nowadays

referred to as the uniform Følner condition.

The integers Z are an example of a uniformly amenable group. More generally, all solv-

able groups are uniformly amenable [31, 16]. Note that the class of solvable groups includes

examples of uncountable groups. Moreover, finite products of uniformly amenable groups, as

well as subgroups and homomorphic images of a uniformly amenable group are all uniformly

amenable. Extensions of a uniformly amenable group by a uniformly amenable group are uni-

formly amenable. See [31, Section 4] for these properties.

The uniform Følner condition is indeed a uniform version of the Følner condition given in

(B.1). Hence, every uniformly amenable group is amenable. The converse implication does

not hold. The group S∞ of permutations of N which move only a finite number of elements is

an example of a group which is amenable but not uniformly amenable, see [16]. See [43] for

another example.

Proposition C.1 below characterizes uniformly amenable groups and uniformly amenable

sets of groups via ultraproducts.

Appendix C. Ultraproducts of measure-preserving dynamical systems

An ultrafilter on N is a non-empty collection p of subsets of N satisfying the following

properties:

(i) ∅ < p,

(ii) A ∩ B ∈ p whenever A, B ∈ p,

(iii) B ∈ p whenever A ∈ p, A ⊂ B,

(iv) for all A ⊂ N either A ∈ p or Ac ∈ p.

7We thank Joel Moreira for providing us with this reference.
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Property (iv) distinguishes an ultrafilter from a filter. An ultrafilter p is said to be principal if

there is a non-empty set A ⊂ N such that p = {B ∈ P(N) : A ⊂ B}. An ultrafilter is non-principal

if it is not principal. The existence of non-principal ultrafilters is only guaranteed by the axiom

of choice. More precisely, consider the Fréchet filter F which is the smallest filter containing all

cofinal sets {n, n + 1, . . .}, n ∈ N. By the Boolean prime ideal theorem, there exists an ultrafilter

p containing F . By construction, p is non-principal. On the other hand, any non-principal

ultrafilter p contains the Fréchet filter. Indeed, since p is an ultrafilter, it must contain either

{n, n + 1, . . .} or its complement by property (iv) above. But if it contained the complement of

{n, n + 1, . . .}, then it would be a principal ultrafilter.

In what follows, the ultrafilter p on N is fixed. Let G be a uniformly amenable set of discrete

groups. For each n ∈ N, let Γn ∈ G, let (Xn, µn, Tn) be a PrbAlgΓn
-dynamical system, and let

(Conc(Xn),Ba(Conc(Xn)), µConc(Xn), TConc(Xn)) be the corresponding canonical model in CHPrbΓn

(see Definition 2.1).

The aim of this appendix is to sketch the construction of a PrbAlgΓ∗-dynamical system in-

duced by a CncPrbΓ∗-dynamical system associated to an ultraproduct measure-preserving dy-

namical system of the sequence of systems

(Conc(Xn),Ba(Conc(Xn)), µConc(Xn), TConc(Xn)),

where Γ∗ is the ultraproduct group of the sequence (Γn) of uniformly amenable groups. The

group Γ∗ is defined as the quotient group of
∏

n∈N Γn with respect to the equivalence relation

(γn) ∼ (γ̃n) whenever {n ∈ N : γn = γ̃n} ∈ p.

The following characterization of uniform amenability was established by Keller in [31, The-

orem 4.3 and Lemma 5.3].

Proposition C.1. A discrete group Γ is uniformly amenable if and only if for every non-principal

ultrafilter p on N the ultrapower group

Γ∗ =
∏

n→p

Γ

is amenable (given the discrete topology). Similarly, a set G of discrete groups is uniformly

amenable if and only if for every non-principal ultrafilter p on N and for any sequence (Γn) of

groups in G the ultraproduct

Γ∗ =
∏

n→p

Γn

is amenable (given the discrete topology).

Similarly to Γ∗, we define the ultraproduct X∗ =
∏

n→p Conc(Xn) as the set of equivalence

classes of elements of the product
∏

n∈N Conc(Xn) with respect to the equivalence relation (xn) ∼

(yn) defined by {n ∈ N : xn = yn} ∈ p. Let

A = {
∏

n→p

En : (En) ∈
∏

n∈N

Ba(Conc(Xn))}.
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Using the ultrafilter axioms, one can verify thatA is an algebra of subsets of X∗.

The Loeb premeasure µ∗ : A→ [0, 1] is defined by

µ∗(
∏

n→p

En) := st(lim
n→p
µConc(Xn)(En)),

where st denotes the standard part of a non-standard real. Using the countable saturation

property and Carathéodory’s extension theorem, µ∗ can be extended to a measure µ on the σ-

algebra X = σ(A) generated byA in X∗. Let (Xµ, µ̄) denote the probability algebra of (X,X, µ).

Let us denote by Aut(A, µ∗) the automorphism group of (A, µ∗), that is the group of Boolean

isomorphisms f : A → A such that µ∗(E) = µ∗( f (E)) for all E ∈ A. By chasing definitions,

one can check that the sequence (TConc(Xn)) of measure-preserving continuous actions induces a

concrete action T∗ : Γ∗ → Aut(A, µ∗) by defining

(T∗)
γ∗(
∏

n→p

En) ≔
∏

n→p

T
γn

Conc(Xn)(En)

for all γ∗ = [(γn)] ∈ Γ∗ and
∏

n→p En ∈ A. By construction, A is an algebra of sets which is

dense in X with respect to the pseudo-metric d(E, F) = µ(E∆F) on X. We define the abstract

action T̄ : Γ∗ → Aut(Xµ, µ̄) by

T̄ γ∗([E]) ≔
∨

n

[T γ∗∗ (En)]

where [E] denotes the equivalence class of E ∈ X in Xµ, and (En) is a sequence in A such

that µ(En∆E) → 0 as n tends to infinity. Observe that the definition of T̄ γ∗([E]) is independent

of the choice of representatives and the approximating sequence. We thus obtain a PrbAlgΓ∗-

dynamical system (Xµ, µ̄, T̄ ).

Finally, suppose that for each n ∈ N, (Xn, µn, S n) is another PrbAlgΓn
-dynamical system such

that S n and Tn commute. Construct (Xµ, µ̄, S̄ ) analogously to (Xµ, µ̄, T̄ ) as before. Then S and

T commute (which is easily seen by first verifying commutativity of S ∗ and T∗ on A), and

therefore (Xµ, µ̄, S̄ , T̄ ) becomes a PrbAlgΓ∗-Roth dynamical system.

Remark C.2. In [13, §3,4], Conlon, Kechris and Tucker-Drob give an ultraproduct construction

of a sequence (Xn,Xn, µn, Tn) of CncPrbΓ-dynamical systems where (Xn,Xn, µn) are standard

Borel probability spaces and Γ is a fixed countably infinite group, which is based off a construc-

tion of Elek and Szegedy [18] for finite probability spaces. They define a pointwise action of

Γ (and not its ultrapower) on the Loeb probability space associated to the sequence (Xn,Xn, µn)

by taking the ultralimit of the sequence (Tn) of the pointwise actions.
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Appendix D. A conditional Heine-Borel covering lemma

This appendix is devoted to the following technical lemma which is needed in the proof of

Theorem 1.1. Throughout this section, Γ is some group and π : (X, µ, T )→ (Y, ν, S ) a PrbAlgΓ-

factor map. We need the following notation.

〈 f , g〉X|Y := E( f ḡ|Y), f , g ∈ L2(X),

‖ f ‖X|Y := E(| f |2|Y)1/2, f ∈ L2(X),

where ḡ indicates complex conjugation.

Lemma D.1. SupposeM ⊂ L2(X) is a finitely generated, closed, and Γ-invariant L∞(Y) sub-

module of L2(X). Let f ∈ M be such that ‖‖ f ‖X|Y‖L∞(Y) < ∞. Then for every ε > 0 there exists a

finite set N ⊂ M such that for every γ ∈ Γ,

min
h∈N
‖T γ( f ) − h‖X|Y ≤ ε. (D.1)

First we establish the following auxiliary result.

Proposition D.2 (A conditional Gram-Schmidt process). Let M be a finitely generated and

closed L∞(Y) submodule of L2(X). Then there exist a partition

(E j) j=0,...,m of Conc(Y) and a family (M j) j=1,...,m of finite subsets of M satisfying the following

properties.

(i)

M =



















m
∑

j=1



















∑

u j∈M j

au j
u j



















1E j
: au j

∈ L∞(Y) for all u j ∈ M j and j = 1, . . . ,m



















.

(ii) ‖u‖X|Y = 1 on E j for all u ∈ M j and j = 1, . . . ,m.

(iii) 〈u, u′〉X|Y = 0 on E j for all distinct u, u′ ∈ M j and j = 1, . . . ,m.

Notice that (i), in particular, implies thatM = {0} on E0.

Proof. SinceM is a finitely generated L∞(Y) submodule of L2(X), there are f1, . . . , fn ∈ L2(X)

such that

M =















n
∑

i=1

ai fi : ai ∈ L∞(Y), i = 1, . . . , n















.

Let

u1 =



















f1
‖ f1‖X|Y

on {‖ f1‖X|Y > 0},

0 else.

We need to justify why u1 ∈ M as 1/‖ f1‖X|Y1{‖ f1‖X|Y>0} may not be in L∞(Y). For N ∈ N, let

uN
1 =



















f1
‖ f1‖X|Y

on {1/N ≤ ‖ f1‖X|Y ≤ N},

0 else.
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Then uN
1 converges to u1 almost surely as N tends to infinity and thus also in L2(X) by dominated

convergence. SinceM is L2 closed we have showed u1 ∈ M.

We define the ui for i > 1 inductively as follows. Suppose we already have u1, . . . , uk with

k ≤ n − 1. Then set gk+1 = fk+1 −
∑k

i=1〈 fk+1, ui〉X|Yui and define

uk+1 =



















gk+1

‖gk+1‖X|Y
on {‖gk+1‖X|Y > 0},

0 else.

By a similar approximation as in the case of u1, one can show that uk+1 is an element of M

(where we now have to approximate first 〈 fi, ui〉X|Y in L∞(Y), then gk+1 and finally uk+1).

Denote by Fi = {‖gi‖X|Y > 0} and Fi+n = {‖gi‖X|Y > 0}c for all i = 1, . . . , n. Form all finite

intersections Fi1 ∩ Fi2 ∩ . . . ∩ Fik with 1 ≤ i1 < i2 < . . . < ik ≤ 2n for some 1 ≤ k ≤ 2n. Let

E0 denote the collection of such finite intersections whose measure is positive. Then E0 forms a

partition of Conc(Y). Pick an element E = Fi1∩Fi2∩. . .∩Fik ∈ E0 and letME = {uit : it ≤ n}. Let

E1 denote the collection of elements E of E0 such thatME , ∅. Now enumerate the elements of

E1 by E1, . . . , Em and correspondingly writeM j =ME j
for j = 1, . . . ,m. Set E0 = (

⋃m
j=1 E j)c.

By construction, (E j) j=0,...,m and (M j) j=1,...,m satisfy the desired properties (i), (ii), and (iii). �

We can prove our conditional Heine-Borel covering lemma.

Proof of Lemma D.1. Suppose thatM ⊂ L2(X) is a finitely generated, closed and Γ-invariant L∞

submoldule of L2(X). Let (E j) j=1,...,m and (M j) j=1,...,m be as in Proposition D.2. By assumption,

for all γ ∈ Γ

‖T γ( f )‖X|Y = S γ(‖ f ‖X|Y) ≤ C (D.2)

for some constant C > 0. For each γ ∈ Γ, we have

‖T γ( f )‖X|Y =
m
∑

j=1



















∑

u j∈M j

|a
γ

u j , j
|2



















1/2

1E j

for some a
γ

u j , j
∈ L∞(Y). By (D.2) we have

(

∑

u j∈M j
|a
γ

u j, j
|2
)1/2
≤ C for all j and γ.

Hence, for any fixed ε > 0 , one can find for every 1 ≤ j ≤ m finitely many vectors

b1, j, . . . , bk j , j ∈ L∞(Y)|M j | with bp, j = (b1,p, j, . . . , b|M j |,p, j) for p = 1, . . . , k j such that


















a ∈ L∞(Y)|M j | :

















|M j |
∑

q=1

|aq|
2

















1/2

≤ C



















⊂

k j
⋃

p=1



















a ∈ L∞(Y)|M j | :

















|M j |
∑

q=1

|aq − bq,p, j|
2

















1/2

≤ ε



















.

LetN be the collection of all functions
m
∑

j=1

















|M j |
∑

q=1

bq,p j, ju j

















1E j
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for some choice 1 ≤ p j ≤ k j for each j. Note that N is finite, and by construction N ⊂ M

satisfies (D.1). �

Remark D.3. The results of this section are inspired by conditional analysis and conditional

set theory in [21, 10, 15]. The existence of a conditional orthonormal basis for certain L0 sub-

modules of (L0)d, d ≥ 1 via a conditional Gram-Schmidt process is established in [10, Section

2], where L0 denotes the algebra of equivalence classes of all complex measurable functions. A

conditional version of the Heine-Borel theorem within conditional set theory is established in

[15, Theorem 4.6]. It is crucial in the conditional analysis of L0 modules to assume a closed-

ness property under countable gluings which is referred to as σ-stability [10] or stability under

countable concatenations [21, 15].

A main difference in our analysis to the previously cited articles is that we work with L∞

submodules of L2 spaces rather than with the larger L0 modules. However L∞ modules do

not satisfy this countable gluing property in general. We still manage to develop some useful

portion of conditional analysis for the smaller L∞ modules by additionally requiring that these

modules are finitely generated and closed in the L2 topology. These requirements are naturally

satisfied in the context of compact extensions in structural ergodic theory.
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