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SUPEROSCILLATIONS AND FOCK SPACES

DANIEL ALPAY, FABRIZIO COLOMBO, KAMAL DIKI, IRENE SABADINI, AND DANIELE C. STRUPPA

Abstract. In this paper we use techniques in Fock spaces theory and compute how the Segal-
Bargmann transform acts on special wave functions obtained by multiplying superoscillating
sequences with normalized Hermite functions. It turns out that these special wave functions
can be constructed also by computing the approximating sequence of the normalized Hermite
functions. First, we start by treating the case when a superoscillating sequence is multiplied by
the Gaussian function. Then, we extend these calculations to the case of normalized Hermite
functions leading to interesting relations with Weyl operators. In particular, we show that the
Segal-Bargmann transform maps superoscillating sequences onto a superposition of coherent
states. Following this approach, the computations lead to a specific linear combination of the
normalized reproducing kernels (coherent states) of the Fock space. As a consequence, we
obtain two new integral Bargmann-type representations of superoscillating sequences. We also
investigate some results relating superoscillation functions with Weyl operators and Fourier
transform.

AMS Classification: 30H20, 44A15, 46E22
Keywords: Superoscillations, Fock space, Segal-Bargmann transform, coherent states, Weyl op-
erator, normalized Fock kernels, approximating sequence
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1. Introduction

In 1961 Bargmann introduced in [8] a Hilbert space of entire functions in which the creation and
annihilation operators, namely

Mzf(z) := zf(z) and Df(z) :=
d

dz
f(z)

are closed, densely defined operators, adjoints of each other and satisfy the classical commutation
rule

[D,Mz] = I
1

http://arxiv.org/abs/2304.11551v1


2 D. ALPAY, F. COLOMBO, K. DIKI, I. SABADINI, AND D. C. STRUPPA

where [., .] and I are the commutator and the identity operator respectively. This space is called
Fock (or Segal-Bargmann) space. It consists of entire functions that are square integrable on the
complex plane with respect to the normalized Gaussian measure. The Fock space is a fundamen-
tal mathematical model in quantum mechanics since it is unitary equivalent to the standard L2-
Schrödinger Hilbert space on the real line via the so-called Segal-Bargmann transform discovered
in [8]. Basically, the Segal-Bargmann transform provides a new perspective on quantum mechan-
ics by expressing wave functions as entire, complex-valued functions. It turns out that the Segal-
Bargmann transform has many applications in different areas of physics, including path integrals,
coherent states, and quantum field theory, see [12]. For a complete description on Fock spaces,
Segal-Bargmann theory and their applications in mathematical physics we refer the reader to the
books [12, 21, 25]. It is worth mentioning that in the last few years several authors studied Fock
spaces from different perspectives and in various settings. For recent results and extensions on
these spaces in complex and hypercomplex analysis, see [6, 7, 10, 13, 14, 15, 16, 17, 18, 20, 22, 23].

Over the last five decades, quantum physicists proved the existence of a phenomenon known
as superoscillation. This interesting concept was found to occur naturally when working with
weak measurements in quantum mechanics. Mathematically, superoscillations refer to the combi-
nation of small Fourier components, whose spectrum is bounded, resulting in a shift that can be
much larger than the spectrum itself, when suitably added together. The work of Aharonov and
his collaborators has shed light on this fascinating phenomenon and its potential applications,
see [1, 2, 11] and the references therein. The main purpose of this paper is to start investigating
new research results relating the theory of Fock spaces with the theory of superoscillations.

The plan of the paper is the following: in Section 2 we collect some preliminary results on
Fock spaces and superoscillations. In Section 3 we show how the Segal-Bargmann transform acts
on special wave functions involving superoscillation sequences. We study three different cases
including the Gaussian function, Hermite functions and general L2-functions. As a consequence,
we prove a first integral representation of the superoscillation sequences. Section 4 is devoted to
study the entire superoscillation sequence and its connection with the inverse Segal-Bargmann
transform. This leads to a second integral representation of superoscillating functions. In Section
5 we obtain new results relating Fourier transform, approximating sequences and Weyl operators
on Fock spaces.

2. Preliminary results

In this section we recall some basic notions including Fock spaces, Segal-Bargmann transform,
Hermite functions, Weyl operators, and superoscillations. For more details on these topics we
refer the reader to the books [1, 21, 25] and the references therein.

The Fock space is a subspace of the space H(C) of entire functions, here denoted by F(C)
and defined by

F(C) := {f ∈ H(C), ||f ||2
F(C) =

1

π

∫

C

|f(z)|2e−|z|2dλ(z) < +∞};

where dλ(z) = dxdy denotes the classical Lebesgue measure with z = x+ iy.
The reproducing kernel of F(C) is the kernel function given by

(2.1) K(z, w) = Kw(z) := ezw, ∀z, w ∈ C.

The normalized reproducing kernel of the Fock space is

(2.2) k(z, w) = kw(z) =
K(z, w)

||Kw||F(C)
= ezw− |w|2

2 , ∀z, w ∈ C.
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Remark 2.1. The reproducing kernel property on the Fock space F(C) can be expressed in
terms of the following integral representation: For every f ∈ F(C) we have

(2.3) f(w) =

∫

C

f(z)K(z, w)dµ(z),

where dµ(z) =

(

1

π

)

exp
(

−|z|2
)

dλ(z).

Let w ∈ C fixed, the normalized Fock kernel is given by the formula

(2.4) kw(z) :=
K(z, w)

√

K(w,w)
, z ∈ C.

In particular, we have

(2.5) kw(z) := exp

(

zw − |w|2
2

)

, ∀z, w ∈ C.

We recall the Weyl operators on the Fock spaces (see [12, 25])

Definition 2.2 (Weyl operator). Let a ∈ C. Then, the Weyl operator Wa : F(C) −→ F(C), is
defined as

(2.6) Waf(z) := f(z − a)ka(z), f ∈ F, z, a ∈ C.

We summarize some interesting properties of Weyl operators in the following:

Proposition 2.3. Let a, b ∈ C. The Weyl operator Wa defines an unitary operator from the
Fock space F(C) onto itself and its inverse (and adjoint) is given by

(2.7) (Wa)
−1 = (Wa)

∗ = W−a.

Moreover, the following property holds

(2.8) WaWb = exp
(

−iIm(ab̄)
)

Wa+b, a, b ∈ C.

Remark 2.4. If a, b ∈ R, the Weyl operator will satisfy the classical semi-group property

(2.9) WaWb = Wa+b.

Another fundamental tool in the theory of Fock spaces is the so-called Segal-Bargmann transform
which makes the standard Schrödinger Hilbert space L2(R) unitary isomorphic to the Fock space
F(C). This integral transform was introduced in [8] by Bargmann as follows: given a function
ϕ ∈ L2(R) its Segal-Bargmann transform is

(2.10) B(ϕ)(z) :=
(

1

π

)1/4 ∫

R

e−
1
2
(z2+x2)+

√
2zxϕ(x)dx, ∀z ∈ C.

It is possible to introduce this integral transform using the Bargmann kernel A : C × R −→ C

which is defined by

(2.11) A(z, x) = Az(x) = Ax(z) =

(

1

π

)1/4

e−
1
2
(z2+x2)+

√
2zx, ∀(z, x) ∈ C× R.

Then, the Segal-Bargmann transform is

(2.12) B(ϕ)(z) := 〈ϕ,Az〉L2(R), ∀z ∈ C.

It turns out that the Fock kernel K(z, w) can be expressed as an inner product of Bargmann
kernels on the Hilbert space L2(R). In fact, the following expression holds true

(2.13) 〈Aw, Az〉L2(R) = ezw = K(z, w),
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for every z, w ∈ C. Moreover, it is well-known that the Segal-Bargmann transform B is an
unitary integral transform mapping L2(R) onto the Fock space F(C) with an inverse transform
given by

(2.14)

B−1(f)(x) = 〈f,Ax〉F(C) =
(

1

π

)1/4 ∫

C

e−
1
2
(z̄2+x2)+

√
2z̄xf(z)e−|z|2dλ(z), f ∈ F(C), x ∈ R.

It is useful to recall the Rodrigues formula allowing to define Hermite polynomials:

(2.15) Hk(x) = (−1)kex
2 ∂k

∂xk

(

e−x2
)

, k = 0, 1, . . .

The normalized Hermite functions hn(x) are obtained by multiplying the classical Hermite poly-
nomials Hn(x) with a suitable Gaussian function and normalizing with respect to L2-norm. It
turns out that the Segal-Bargmann transform maps the normalized Hermite functions onto an
orthonormal basis of the Fock space so that for every k = 0, 1, . . . we have

(2.16) B(hk)(z) =
zk√
k!

:= ek(z), ∀z ∈ C.

Now let us briefly review some basic notions related to the mathematics of superoscillations,
inspired from the book [1]. The prototypical superoscillating function, that appears in the the-
ory of weak values, is

(2.17) Fn(x, a) =
n
∑

j=0

Cj(n, a)e
i(1− 2j

n
)x, x ∈ R,

where a > 1 and the coefficients Cj(n, a) are given by

(2.18) Cj(n, a) =

(

n

j

)(

1 + a

2

)n−j (1− a

2

)j

.

If we fix x ∈ R we obtain that

lim
n→∞

Fn(x, a) = eiax,

and the limit is uniform on compact subsets of the real line. The term superoscillations comes
from the fact that in the Fourier representation of the function (2.17) the frequencies 1 − 2j/n
are bounded by 1, but the limit function eiax has a frequency a that can be arbitrarily larger
than 1.
Inspired by this example we define a generalized Fourier sequence. These are sequences of the
form

(2.19) fn(x) :=

n
∑

j=0

Zj(n, a)e
ihj(n)x, n ∈ N, x ∈ R,

where a ∈ R, Zj(n, a) and hj(n) are complex and real valued functions of the variables n, a and
n, respectively. The sequence (2.19) is said to be a superoscillating sequence if sup

j,n
|hj(n)| ≤ 1

and there exists a compact subset of R, which will be called a superoscillation set, on which fn(x)

converges uniformly to eig(a)x, where g is a continuous real valued function such that |g(a)| > 1.
The notion of superoscillation can be generalized to the case in which the limit function is not
an exponential. In this case we have the notion of supershift:
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Definition 2.5 (Supershift Property). Let λ 7→ ϕλ(X) be a continuous complex-valued function
in the variable λ ∈ I, where I ⊆ R is an interval, and X ∈ Ω, where Ω is a domain. We consider
X ∈ Ω as a parameter for the function λ 7→ ϕλ(X) where λ ∈ I. When [−1, 1] is contained into
I and a ∈ I, we define the sequence

ψn(X) =
n
∑

j=0

Cj(n, a)ϕ1− 2j
n
(X),

in which ϕλ is computed just at the points 1 − 2j
n which belong to the interval [−1, 1] and the

coefficients Cj(n, a) are defined for example as in (2.18), for j = 0, ..., n and n ∈ N. If

lim
n→∞

ψn(X) = ϕa(X)

for |a| > 1 arbitrary large (but belonging to I), we say that the function λ 7→ ϕλ(X), for X fixed,
admits the supershift property.

If we set ϕλ(x) = eiλx and X = x ∈ R, we obtain the superoscillating sequence described above
as a particular case of the supershift. In fact, in this case, we have ψn(x) = Fn(x, a), where
Fn(x, a) is defined in (2.17). The name supershift is due to the fact that we are able to obtain
ϕa, for |a| > 1 arbitrarily large, by simply calculating the function λ 7→ ϕλ at infinitely many
points in the neighborhood [−1, 1] of the origin.
Given a ∈ C we can define the complex superoscillating sequence by

(2.20) Fn(z, a) :=
(

cos
( z

n

)

+ ia sin
( z

n

))n
.

The following interesting fact holds:

Lemma 2.6. For any a ∈ C, the sequence (Fn(z, a))n≥1 converges to the function F (z, a) = eiaz

in A1(C).

3. Action of Segal-Bargmann transform on super-oscillations

In this section we compute how the Segal-Bargmann transform acts on superoscillations. We first
treat the Gaussian case and then move to the case involving the normalized Hermite functions.

3.1. First case: Gaussian function. Inspired from the relation between Hermite polynomials
and Hermite functions, we introduce a class of wave functions F̃n(x, a) obtained by multiplying

the classical superoscillating sequences Fn(x, a) by the Gaussian function e−x2/2.
We introduce the modified superoscillating functions given by:

Definition 3.1. For a > 1, we define

(3.1) F̃n(x, a) := e−x2/2Fn(x, a), x ∈ R.

Proposition 3.2. For every a > 1, it holds that

(3.2) F̃ (x, a) := lim
n→+∞

F̃n(x, a) = e−x2/2+iax, x ∈ R.

Proof. This fact is based on easy calculations using that

lim
n→+∞

Fn(x, a) = eiax.

�

Remark 3.3. The function F̃n(x, a) belongs to the space L2(R). Therefore, we can compute its
associated Segal-Bargmann transform leading to a special sequence of entire functions belonging
to the Fock space F(C).
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We recall an interesting technical lemma which will be useful in the sequel for some technical
computations:

Lemma 3.4 (Gaussian integral). Let α > 0 and w ∈ C. It holds that

(3.3)

∫

R

e−αt2+wtdt =
(π

α

)1/2
e

w2

4α .

In particular, the action of Segal-Bargmann transform on F̃n(x, a) is given by the following result:

Theorem 3.5. Let a > 1, for any z ∈ C we have

(3.4) B(F̃n)(z) = π1/4
n
∑

j=0

Cj(n, a)e
iz√
2
(1−2j/n)− 1

4
(1−2j/n)2

.

Proof. We note that F̃n belongs to L2(R). Therefore, we can compute its Bargmann transform
using (2.10):

B(F̃n)(z) =

(

1

π

)1/4 ∫

R

e−
1
2
(z2+x2)+

√
2zxF̃n(x, a)dx

=

(

1

π

)1/4 ∫

R

e−
1
2
(z2+x2)+

√
2zxe−

x2

2 Fn(x, a)dx

=

(

1

π

)1/4 n
∑

j=0

Cj(n, a)

(∫

R

e−
z2

2
−x2+

√
2zxei(1−2j/n)xdx

)

=

(

1

π

)1/4

e−
z2

2

n
∑

j=0

Cj(n, a)

(
∫

R

e−x2+x(
√
2z+i(1−2j/n))dx

)

.

Now, we use the Gaussian integral given by Lemma 3.4 with parameters α = 1 and w =
(
√
2z + i(1− 2j/n)). So, for every j = 0, · · · , n we obtain

∫

R

e−x2+x(
√
2z+i(1−2j/n))dx =

√
πe

(
√

2z+i(1−2j/n))2

4

=
√
πe

z2

2
+ iz√

2
(1−2j/n)− 1

4
(1−2j/n)2

.

Hence, inserting this expression in the previous computations we obtain

B(F̃n)(z) = π1/4
n
∑

j=0

Cj(n, a)e
iz√
2
(1−2j/n)− 1

4
(1−2j/n)2

.

�

Corollary 3.6. Let a > 1, for every z ∈ C we have

(3.5) B(F̃n)(z) = π1/4
n
∑

j=0

Cj(n, a)kbj (z),

where bj = − i√
2
(1− 2j/n) and kbj is the normalized reproducing kernel of the Fock space F(C).

Proof. It is enough to apply Theorem 3.5 and observe that

kbj (z) = e
iz√
2
(1−2j/n)− 1

4
(1−2j/n)2

,

for every z ∈ C where bj = − i√
2
(1− 2j/n) for every j = 0, · · · , n. �
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Theorem 3.7. Let a > 1. Then, for every z ∈ C we have

(3.6) B(F̃ )(z, a) = π1/4e
iza√

2
− a2

4 .

Proof. We note that F̃ is in L2(R) so that we can compute its Bargmann transform as follows

B(F̃ )(z) =

(

1

π

)1/4 ∫

R

e−
1
2
(z2+x2)+

√
2zxF̃ (x, a)dx

=

(

1

π

)1/4 ∫

R

e−
1
2
(z2+x2)+

√
2zxe−

x2

2 F (x, a)dx

=

(

1

π

)1/4

e−
z2

2

∫

R

e−x2+x(
√
2z+ia)dx

=

(

1

π

)1/4 √
πe−

z2

2 e
(
√

2z+ia)2

4

= π1/4e
iza√

2
− a2

4 .

�

Corollary 3.8. Let a > 1, for every z ∈ C we have

(3.7) B(F̃ )(z, a) = π1/4k−ia/
√
2(z).

Proof. It is enough to apply Theorem 3.7 and observe that

kb(z) = e
iza√

2
− a2

4 ,

for every z ∈ C where b = −ia/
√
2. �

Proposition 3.9. Let a > 1 and z ∈ C. Then,

(3.8) lim
n→∞

B(F̃n)(z) = B(F̃ )(z).

Proof. It is important to note that the Bargmann transform B(F̃ ) is by construction an entire
function, therefore, using the supershift property and the expression obtained in Theorem 3.5
we can easily conclude that

lim
n→∞

B(F̃n)(z) = B(F̃ )(z).

�

Corollary 3.10. Let a > 1 and z ∈ C. Then, it holds that

(3.9) lim
n→∞

n
∑

j=0

Cj(n, a)e
iz√
2
(1−2j/n)− 1

4
(1−2j/n)2

= e
iza√

2
− a2

4 .

In terms of the normalized reproducing kernels of the Fock space we have

(3.10) lim
n→∞

n
∑

j=0

Cj(n, a)kbj (z) = k−ia/
√
2(z),

for every z ∈ C where kw is the normalized reproducing kernel of the Fock space F(C) with
parameter w ∈ C.

Proof. This fact can be seen as a direct consequence of Corollary 3.6, Corollary 3.8, and Theorem
3.9 . �
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Remark 3.11. We note that the normalized reproducing kernels (kbj )j≥0 are called coherent
states in quantum mechanics. Therefore, the expression (3.10) can be interpreted in quantum
mechanics, see [3, 4]. In particular, the Segal-Bargmann transform maps superoscillations onto
a finite superposition of the coherent states (kbj )j≥0 with parameters (bj)j . Moreover, the limit

case when n −→ ∞ leads to the coherent state k−ia/
√
2 with the parameter −ia/

√
2.

The superoscillating sequences can be obtained by taking the Bargmann inverse of a superposition
of coherent states leading to the following integral representation of Fn(x, a):

Proposition 3.12 (Integral representation I). Let a > 1 and n ∈ N. We set ϕn(z) =

n
∑

j=0

Cj(n, a)kbj (z)

with bj = − i√
2
(1− 2j/n). Then

(3.11) Fn(x, a) =

∫

C

e−
z̄2

2
+
√
2z̄xϕn(z)e

−|z|2dλ(z),

where dλ is the Lebesgue measure on the complex plane.

Proof. As a consequence of Theorem 3.5 we have

(3.12) Fn(x, a) = π1/4e
x2

2 B−1





n
∑

j=0

Cj(n, a)kbj (z)



 (x).

Therefore, using the expression of the Bargmann transform inverse we obtain the result. �

Now we present further observations involving the limit function F̃ (x, a):

Remark 3.13. Let a > 1, we have, with easy calculations that

(3.13)
∂

∂z
B(F̃ ) =

ia√
2
B(F̃ ).

Moreover, it holds that

(3.14)
∂ℓ

∂zℓ
B(F̃ ) =

(

ia√
2

)ℓ

B(F̃ ).

Proposition 3.14. Let us consider the infinite operator differential operator given by

exp

(

∂

∂z

)

:=

∞
∑

ℓ=0

1

ℓ!

(

∂

∂z

)ℓ

.

Then

(3.15) exp

(

∂

∂z

)

B(F̃ )(z) = e
ia√
2B(F̃ )(z).

Proof. We observe that

(3.16)
∞
∑

ℓ=0

1

ℓ!

∂ℓ

∂zℓ
B(F̃ )(z) = B(F̃ )(z)

∞
∑

ℓ=0

1

ℓ!

(

ia√
2

)ℓ

.

Therefore, it is clear that

exp

(

∂

∂z

)

B(F̃ ) = e
ia√
2B(F̃ ).

�
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Corollary 3.15. For every a > 1, the normalized reproducing kernel k−ia/
√
2 is an eigenfunction

of the exponential operator exp
(

∂
∂z

)

with eigenvalue e
ia√
2 . In particular, we have

(3.17) exp

(

∂

∂z

)

k−ia/
√
2 = e

ia√
2 k−ia/

√
2.

Proof. This fact can be proved as a direct application of Proposition 3.14. �

Proposition 3.16. Let a > 1 and n ≥ 1. We consider the generating function given by

(3.18) Ψa(z, x) :=

∞
∑

n=1

zn

n!
F̃n(x, a); z ∈ C, x ∈ R.

For every z ∈ C the function Ψa(z, ·) belongs to L2(R). Moreover, we have

(3.19) |Ψa(z, x)| ≤ e(1+a)|z|−x2/2, z ∈ C, x ∈ R.

Proof. We note that
∣

∣

∣
F̃n(x, a)

∣

∣

∣
≤ (1 + a)ne−x2/2, x ∈ R.

So, it is clear that
∫

R

∣

∣

∣F̃n(x, a)
∣

∣

∣

2
dx ≤ (1 + a)2n

∫

R

e−x2
dx =

√
π(1 + a)2n < +∞.

We have also

1

n!

∣

∣

∣znF̃n(x, a)
∣

∣

∣ ≤ |z|n
n!

(1 + a)ne−x2/2, x ∈ R.

Thus, we obtain

|Ψa(z, x)| ≤ e(1+a)|z|−x2/2, z ∈ C, x ∈ R.

Therefore, from the previous estimate it is clear that Ψa(z, ·) ∈ L2(R) for every z ∈ C. �

3.2. Second case: Normalized Hermite functions. In this section we study how the Segal-
Bargmann transform acts on some wave functions.

Definition 3.17. Let hk(x) denote the normalized Hermite functions and let us set

Hk,n(x) = hk(x)Fn(x, a), ∀k ≥ 0, n ≥ 1.

Remark 3.18. For k = 0 we obtain the wave functions considered in the previous subsection:

H0,n(x, a) = F̃n(x, a),∀x ∈ R.

The action of Segal-Bargmann transform on the functions Hk,n(x) is given by the following result:

Theorem 3.19. For every z ∈ C and k, n = 0, 1, · · · we have

(3.20) B(Hk,n)(z) =
1√
k!

n
∑

j=0

Cj(n, a)

(

z +
i√
2
(1− 2j/n)

)k

e
iz√
2
(1−2j/n)− 1

4
(1−2j/n)2

.
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Proof. For every fixed k ≥ 0 and n ≥ 1 we have

B(Hk,n)(z) =
(

1

π

)1/4 ∫

R

e−
1
2
(z2+x2)+

√
2zx

Hk,n(x)dx

=

(

1

π

)1/4 ∫

R

e−
1
2
(z2+x2)+

√
2zxhk(x)Fn(x, a)dx

=

n
∑

j=0

Cj(n, a)

(

(

1

π

)1/4 ∫

R

hk(x)e
− 1

2
(z2+x2)+

√
2zxei(1−2j/n)xdx

)

= e−
z2

2

n
∑

j=0

Cj(n, a)e
1
2

(

z+
i(1−2j/n)√

2

)2







(

1

π

)1/4 ∫

R

hk(x)e
− 1

2

(

x2+

(

z+
i(1−2j/n)2√

2

)2
)

+x
√
2(z+

i(1−2j/n)√
2

dx






.

Hence, developing further the computations we obtain the following

B(Hk,n)(z) = e−
z2

2

n
∑

j=0

Cj(n, a)e
1
2

(

z+
i(1−2j/n)√

2

)2 (

1

π

)1/4 ∫

R

hk(x)e
− 1

2

(

x2+
(

z+
i(1−2j/n)√

2

)2
)

+x
√
2(z+

i(1−2j/n)√
2

)
dx

= e−
z2

2

n
∑

j=0

Cj(n, a)e
1
2

(

z+
i(1−2j/n)√

2

)2

B[hk]
(

z +
i(1− 2j/n)√

2

)

=
1√
k!

n
∑

j=0

Cj(n, a)

(

z +
i√
2
(1− 2j/n)

)k

e
iz√
2
(1−2j/n)− 1

4
(1−2j/n)2

.

�

Corollary 3.20. Let a > 1, for every z ∈ C we denote by ek(z) :=
zk√
k!

the orthonormal basis of

the Fock space F(C). Then, we have

(3.21) B(Hk,n)(z) =
n
∑

j=0

Cj(n, a)kbj (z)ek(z − bj) =

n
∑

j=0

Cj(n, a)Wbjek(z),

where bj = − i√
2
(1−2j/n), kbj is the normalized reproducing kernel and Wbj is the Weyl operator

on the Fock space F(C).

Proof. For every k ≥ 0 we use the notation ek(z) :=
zk√
k!

for the classical othonormal basis of the

Fock space F(C). Then applying Theorem 3.19 we have

B(Hk,n)(z) =
1√
k!

n
∑

j=0

Cj(n, a)

(

z +
i√
2
(1− 2j/n)

)k

e
iz√
2
(1−2j/n)− 1

4
(1−2j/n)2

=
n
∑

j=0

Cj(n, a)kbj (z)ek(z − bj)

=

n
∑

j=0

Cj(n, a)Wbjek(z).

�
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Remark 3.21. For k = 0 we recover the computations obtained for the Bargmann transform
action on the superoscillating functions F̃n(x, a).

In the next result, for every k ≥ 0, we use the following notation

(3.22) Hk(x) := lim
n−→∞

Hk,n(x) = hk(x)e
iax, x ∈ R.

Theorem 3.22. Let a > 1, for every z ∈ C and k ≥ 0. Then, we have

(3.23) B(Hk)(z) =
1√
k!
e

iza√
2
− a2

4

(

z +
ia√
2

)k

, ∀k ≥ 0.

Proof. We have

B(Hk)(z) =
(

1

π

)1/4 ∫

R

e−
1
2
(z2+x2)+

√
2zx

Hk(x)dx

=

(

1

π

)1/4 ∫

R

e−
1
2
(z2+x2)+

√
2zxhk(x)F (x, a)dx

=

(

1

π

)1/4 ∫

R

hk(x)e
− 1

2
(z2+x2)+x(

√
2z+ia)dx

= e
− z2

2
− 1

2
(z+ ia√

2
)2
(

1

π

)1/4 ∫

R

hk(x)e
− 1

2

(

x2+
(

z+ ia√
2

)2
)

+x
√
2(z+ ia√

2
)
dx.

However, we already know by classical properties of Segal-Bargmann transform that
(

1

π

)1/4 ∫

R

hk(x)e
− 1

2

(

x2+
(

z+ ia√
2

)2
)

+x
√
2(z+ ia√

2
)
dx = B(hk)

(

z +
ia√
2

)

=
1√
k!

(

z +
ia√
2

)k

.

Thus, inserting these computations in the previous ones we obtain

B(Hk)(z) =
1√
k!
e

iza√
2
− a2

4

(

z +
ia√
2

)k

, ∀k ≥ 0.

�

As a consequence of the previous result we get:

Corollary 3.23. It holds that

(3.24) B(Hk)(z) = W− ia√
2

ek(z), ∀k ≥ 0, z ∈ C.

Proof. We recall that an orthonormal basis of the Fock space is given by the family of functions

ek(z) :=
zk√
k!

. Therefore, by setting b = − ia√
2

we have

B(Hk)(z) =
1√
k!
e

iza√
2
− a2

4

(

z +
ia√
2

)k

= kb(z)ek(z − b)

= Wb[ek](z).

�
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Theorem 3.24. Let a > 1 and k ∈ N, we use the same notations as above and get

(3.25) lim
n→∞

n
∑

j=0

Cj(n, a)Wbj [ek](z) = Wb[ek](z),

where bj = − i√
2
(1− 2j/n) and b = − ia√

2
.

Proof. We know that the action of the Weyl operator Wb on functions in the Fock space remains
entire. Since (ek)k≥0 is an orthonormal basis of the Fock space, then the functions Wb[ek] are
entire functions by construction for every k. Therefore, the result is obtained by applying the
supershift property. �

Definition 3.25. Let a > 1 and ℓ = 0, 1, · · · we introduce the functions defined by

(3.26) Φℓ,a(z) := B
(

Hℓ√
ℓ!

)

(z),

for every z ∈ C.

Then, we have the following result:

Theorem 3.26. The family of functions (Φℓ,a)ℓ≥0 form an Appell system with respect to the
following operator

Ta :=

(

∂

∂z
− ia√

2

)

.

More precisely, we have

(3.27) TaΦℓ,a(z) = Φℓ−1,a(z),

for every z ∈ C.

Proof. Using Theorem 3.22 we have

Φℓ,a(z) =
1

ℓ!

(

z +
ia√
2

)ℓ

e
iza√

2
− a2

4 , ∀z ∈ C.

Therefore, thanks to the Leibniz rule we have

∂

∂z
Φℓ,a(z) =

1

ℓ!

(

ℓ

(

z +
ia√
2

)ℓ−1

e
iza√

2
− a2

4 +
ia√
2

(

z +
ia√
2

)ℓ

e
iza√

2
− a2

4

)

= Φℓ−1,a(z) +
ia√
2
Φℓ,a(z)

As a consequence of these calculations we obtain

Ta(Φℓ,a)(z) = Φℓ−1,a(z).

�

Now we can easily prove the following fact:

Corollary 3.27. For every ℓ ≥ 0 we have

(3.28) T ℓ
aΦℓ,a(z) = Φ0,a(z) = e

iza√
2
− a2

4 = k− ia√
2

(z),

for every z ∈ C.
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Proof. By applying Theorem 3.26 we know that TaΦℓ,a = Φℓ−1,a, for every ℓ = 1, 2, · · · . Hence,
repeating this process ℓ-times we obtain

T ℓ
aΦℓ,a(z) = Φ0,a(z) = k− ia√

2

(z).

�

3.3. Third case: General L2-function. Let us fix a > 1, ψ ∈ L2(R) and n ≥ 1. We introduce
the function

(3.29) Ψn(x, a) = ψ(x)Fn(x, a), ∀x ∈ R.

Using these notations we can prove the following

Proposition 3.28. For every n ≥ 1, it holds that

(3.30) B (Ψn) =

n
∑

j=0

Cj(n, a)Wbj [B(ψ)] ,

where bj = for j = 0, · · · , n.

Proof. The normalized Hermite functions (hk(x))k form an orthonormal basis of the space L2(R).
Therefore, we can expand the wave function ψ as

ψ(x) =

∞
∑

k=0

hk(x)αk,

where the complex coefficients (αk)k≥0 satisfy the condition

∞
∑

k=0

|αk|2 < +∞. Hence, the Segal-

Bargmann transform of ψ is given by

B(ψ)(z) =
∞
∑

n=0

ek(z)αk,

where ek(z) = zk√
k!

for every k = 0, 1, · · · . Now, using the definition of the function Ψn(x, a)

we observe that it can be expressed using the functions Hk,n(x, a) considered in the previous
subsection. Indeed, we have

Ψn(x, a) = ψ(x)Fn(x, a)

=

∞
∑

k=0

(hk(x)Fn(x, a))αk

=

∞
∑

k=0

Hk,n(x, a)αk.

Therefore, since B is an unitary operator from L2(R) onto F(C) we obtain

B [Ψn(x, a)] (z) =

∞
∑

k=0

B [Hk,n(x, a)]αk.

We know by Corollary 3.20 that the action of Segal-Bargmann on the functions (Hk,n(x, a))k≥0,n≥1

is given by

B [Hk,n(x, a)] (z) =

n
∑

j=0

Cj(n, a)Wbj [ek](z).
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Therefore, using the previous formula we deduce that

B(Ψn) =
∞
∑

k=0

B(Hk,n)αk

=
∞
∑

k=0





n
∑

j=0

Cj(n, a)Wbj [ek]



αk

=
n
∑

j=0

Cj(n, a)Wbj

( ∞
∑

k=0

ekαk

)

=
n
∑

j=0

Cj(n, a)Wbj (B(ψ)) .

�

Let ψ ∈ L2(R), we set

Ψ(x, a) = lim
n−→∞

ψn(x, a) := ψ(x, a)eiax.

Proposition 3.29. It holds that

(3.31) B(Ψ)(z) = Wb(B(ψ))(z),
for every z ∈ C with b = − ia√

2
.

Proof. The argument follows using direct calculations involving the expression of the Weyl op-
erator. �

Proposition 3.30. Let a > 1 and ψ ∈ L2(R). Then

(3.32) lim
n→∞

n
∑

j=0

Cj(n, a)Wbj (B(ψ))(z) = Wb(B(ψ))(z),

where bj = − i√
2
(1− 2j/n) and b = − ia√

2
.

Proof. This is a direct consequence of the supershift property combined with the fact that Weyl
operator produces an entire function in the Fock space. �

Proposition 3.31. Let a > 1. Then, for every f ∈ F(C) it holds that

(3.33) lim
n→∞

n
∑

j=0

Cj(n, a)Wbj [f ](z) = Wb[f ](z),

where bj = − i√
2
(1− 2j/n) and b = − ia√

2
.

Proof. Since f ∈ F(C), by Segal-Bargmann characterization there exists a unique function ψ ∈
L2(R) such that we have f = B[ψ]. Therefore, we can easily conclude using Theorem 3.30.

�

We can use superoscillating functions in order to approximate functions of the Fock space. For
example, we represent a function in the Fock space as a pointwise limit involving Weyl operators
and the coefficients of superoscillation functions:
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Theorem 3.32. Let a > 1. Then, for every g ∈ F(C), there exists a unique function f ∈ F(C)
such that for every z ∈ C we have

(3.34) g(z) = lim
n→∞

n
∑

j=0

Cj(n, a)Wbj [f ](z),

where bj = − i√
2
(1− 2j/n).

Proof. We recall that for every b ∈ C the Weyl operator

Wb : F(C) −→ F(C)

is an isometric isomorphism such that

(Wb)
−1 = W−b.

Therefore, since g ∈ F(C) there exists a unique function f ∈ F(C) such that we have

g(z) = W− ia√
2

[f ](z) = lim
n→∞

n
∑

j=0

Cj(n, a)Wbj [f ](z).

�

Example 3.33. Let a > 1, we have

(3.35) k−ia/
√
2(z) = lim

n→∞

n
∑

j=0

Cj(n, a)Wbj [1](z) = lim
n→∞

n
∑

j=0

Cj(n, a)kbj (z).

Example 3.34. For every k = 0, 1, · · · we have
(

z +
ia√
2

)k

e
iaz√

2
− a2

4 = lim
n→∞

n
∑

j=0

Cj(n, a)Wbj [z
k].

In fact, it is enough to observe that

W− ia√
2

[zk] :=

(

z +
ia√
2

)k

e
iaz√

2
− a2

4 .

4. Inverse Segal-Bargmann transform and entire superoscillation

In this section we study how the inverse Segal-Bargmann transform acts on the entire superoscil-
lation sequence Fn(z, a) in (2.20) written in the form

(4.1) Fn(z, a) =

n
∑

j=0

Cj(n, a)e
iz(1− 2j

n
),

for every z ∈ C. A first interesting observation relating Fn(z, a) to the Fock kernel K(z, w) is
given by the following:

Proposition 4.1. Let a > 1 and n ≥ 1. For every j = 0, 1, · · · , n we set wj = −i(1 − 2j
n ).

Then, we have

(4.2) Fn(z, a) =

n
∑

j=0

Cj(n, a)K(z, wj) =

n
∑

j=0

Cj(n, a)Kwj (z),

for every z ∈ C. Moreover, the entire superoscillation sequence Fn(z, a) belongs to the Fock space
F(C).
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Proof. The expression (4.2) is clear from the definitions of the entire superoscillation sequence
Fn(z, a) and the Fock kernels K(z, wj) = Kwj(z). For the second part we note that Kwj ∈ F(C)
for every j = 0, 1, · · · , n. Therefore, since Fn(z, a) is a linear combination of (Kwj)0≤j≤n we
conclude that the entire superoscillation is a function in the Fock space. �

Remark 4.2. The formula (4.2) shows that the superoscillation function Fn(z, a) can be repre-
sented as a linear combination of the Fock reproducing kernels K(z, wj) with coefficients Cj(n, a).
In particular, this opens some interesting questions to investigate on how superoscillations appear
in the Representer Theorem used in machine learning theory, see [24].

From the previous observation it is clear that we can apply the Segal-Bargmann inverse transform
to the entire superoscillation sequence Fn(z, a). Next result provides explicit computations of
the Bargmann inverse on Fn(z, a):

Theorem 4.3. For every j = 0, 1, · · · , n we set wj = −i(1− 2j
n ). Then, the Bargmann inverse

of Fn(z, a) is given by

(4.3) B−1(Fn(z, a))(x) =
n
∑

j=0

Cj(n, a)Awj (x),

for every x ∈ R. More precisely, we have

(4.4) B−1(Fn(z, a))(x) = e−
x2

2

n
∑

j=0

Cj(n, a)e
(1− 2j

n )2

2 e
√
2xi(1− 2j

n
), ∀x ∈ R.

Proof. We have

Fn(z, a) =

n
∑

j=0

Cj(n, a)e
iz(1− 2j

n
)

=

n
∑

j=0

Cj(n, a)K(z, wj)

=
n
∑

j=0

Cj(n, a)〈Awj , Az〉L2(R).

Therefore, by linearity we obtain

Fn(z, a) =

〈

n
∑

j=0

Cj(n, a)Awj , Az

〉

L2(R)

= B





n
∑

j=0

Cj(n, a)Awj



 (z).

In particular, by taking the Bargmann inverse transform we get

B−1(Fn(z, a))(x) =

n
∑

j=0

Cj(n, a)Awj (x).

The second part of the statement follows by developing the computations using the expression
of the Bargmann kernels (Awj (x))0≤j≤n. �
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In [9] the authors studied some integral representations of the superoscillation functions. Here
we discover a new integral form allowing to represent superoscillations. Our approach is built
upon the use of the Segal-Bargmann transform and Bargmann kernels:

Corollary 4.4 (Integral representation II). Let a > 1 and n ≥ 1. We consider the linear
combination of Bargmann kernels given by

(4.5) σn(x) :=

n
∑

j=0

Cj(n, a)Awj (x).

Then, σn belongs to L2(R) and we have

(4.6) Fn(z, a) =

(

1

π

)1/4 ∫

R

e−
1
2
(z2+x2)+

√
2zxσn(x)dx,

for every z ∈ C.

Proof. It is clear from Theorem 4.3 that

Fn(z, a) = B(σn(x))(z),∀z ∈ C.

Therefore, using the integral representation of the Segal-Bargmann transform we obtain the
desired result. �

Remark 4.5. It holds that

(4.7) Fn(z, a) =

n
∑

j=0

Cj(n, a)〈Awj , Az〉L2(R), ∀z ∈ C.

5. Fourier transform and approximating sequence

In this section we compute the action of the Fourier transform F on the wave functions F̃n(x, a)
considered in Section 3. We investigate superoscillations and approximating sequences using some
results in [26] relating the Segal-Bargmann transform, Fourier transform, and Weyl operators.

5.1. Action of Fourier transform on superoscillations. First, we recall that the classical
Fourier transform of a signal ϕ : R −→ C is defined by

(5.1) F(ϕ)(λ) :=

∫

R

e−iλtϕ(t)dt, λ ∈ R.

Theorem 5.1. Let a > 1, we have

(5.2) F(F̃n(x, a))(λ) =
√
2πe−λ2/2

n
∑

j=0

Cj(n, a)e
λ(1−2j/n)− (1−2j/n)2

2 , λ ∈ R,

and

(5.3) F(F̃ (x, a))(λ) =
√
2πe−

(λ−a)2

2 , λ ∈ R.

Proof. We recall that F̃n(x, a) := e−x2/2Fn(x, a), so applying the Fourier transform we have

F(F̃n)(λ) =

∫

R

e−iλxF̃n(x, a)dx

=

∫

R

e−iλxFn(x, a)e
−x2/2dx

=

n
∑

j=0

Cj(n, a)

∫

R

e−x2/2+ix[(1−2j/n)−λ]dx.
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Hence, using the Gaussian integral given by Lemma 3.4 with the parameters α = 1/2 and
w = i [(1− 2j/n) − λ] we obtain

F(F̃n)(λ) =
√
2π

n
∑

j=0

Cj(n, a)e
− [(1−2j/n)−λ]2

2

=
√
2πe−λ2/2

n
∑

j=0

Cj(n, a)e
λ(1−2j/n)− (1−2j/n)2

2 .

To prove (5.3) we note that

F̃ (x, a) = e−x2/2F (x, a) = e−x2/2+iax,

so that its Fourier transform can be computed also using Lemma 3.4 as follows

F(F̃ )(λ) =

∫

R

e−iλxF̃ (x, a)dx

=

∫

R

e−iλxF (x, a)e−x2/2dx

=

∫

R

e−x2/2+ix(a−λ)dx

=
√
2πe−

(λ−a)2

2 .

�

Proposition 5.2. Let a > 1. Then, it holds that

(5.4) lim
n−→∞

n
∑

j=0

Cj(n, a)e
λ(1−2j/n)− (1−2j/n)2

2 = e−
a2

2
+aλ, λ ∈ R.

In particular it holds that

(5.5) lim
n−→∞

n
∑

j=0

Cj(n, a)e
− (1−2j/n)2

2 = e−
a2

2 ,

and

(5.6) lim
n−→∞

n
∑

j=0

Cj(n, a)e
a
2
(1−2j/n)− (1−2j/n)2

2 = 1.

Proof. The result follows directly by applying the supershift property since the function ϕλ(a) =

e−
a2

2
+aλ is entire. The two formulas (5.5) and (5.6) follow directly from Theorem 5.2 by choosing

λ = 0 and λ = a/2. �

Following same type of computations using the normalized Hermite functions (hn(x))n≥0 we
obtain the following result:

Proposition 5.3. Let a > 1. Then, it holds that

(5.7) lim
n−→∞

n
∑

j=0

Cj(n, a)T1−2j/n[hk](λ) = Ta[hk](λ),

for every λ ∈ R.
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Proof. These computations are based on the fact that

F(hk)(λ) = (−i)khk(λ).

�

5.2. Approximating sequences and Weyl operators. We now apply the Segal-Bargmann
transform to the approximation sequences of a function ψ ∈ S(R). Then, we investigate different
relations with the translation operator on L2(R) and the Weyl operator on the Fock space. To
this end, we first recall band limit and approximating sequences (see [1]):

Definition 5.4 (Band limit). A function ψ ∈ S(R) is said to be band limited if its Fourier
transform F(ψ) is compactly supported by some compact K ⊂ R.

Definition 5.5 (Approximating sequence). Let a > 1, n ≥ 1 and ψ ∈ S(R). Then, the standard
approximating sequence of ψ is defined to be the function given by

(5.8) φψ,n,a(x) :=

n
∑

j=0

Cj(n, a)ψ (x+ (1− 2j/n)) , x ∈ R.

Lemma 5.6 (Integral representation I). Let a > 1, n ≥ 1 and ψ ∈ S(R). Then, we have

(5.9) φψ,n,a(x) :=
1

2π

∫

R

Fn(λ, a)F(ψ)(λ)eiλxdλ, x ∈ R.

For a given parameter b ∈ R, we use the standard notation for the classical translation operator
on L2(R) which is defined by Tbϕ(x) := ϕ(x− b).

Remark 5.7. We observe that the approximation sequence of a function ψ ∈ S(R) can be
expressed in terms of the translation operator Tb applied to ψ:

(5.10) φψ,n,a(x) :=

n
∑

j=0

Cj(n, a)T(2j/n−1)[ψ](x), x ∈ R.

So we can prove the following result:

Theorem 5.8. Let ψ ∈ S(R), a > 1 and n ≥ 1. Then, we have

(5.11) F(φψ,n,a)(λ) = F(ψ)(λ)





n
∑

j=0

Cj(n, a)e
i(1−2j/n)λ





Moreover

(5.12) F(φψ,n,a)(λ) = F(ψ)(λ)Fn(λ, a)

where Fn(λ, a) is the classical superoscillating sequence in the frequency domain.

Proof. We use the observation in Remark 5.7 and apply the linearity of Fourier in order to get

(5.13) F(φψ,n,a)(λ) =

n
∑

j=0

Cj(n, a)F
(

T(2j/n−1)[ψ]
)

(λ), λ ∈ R.

Now we can use the well-known formula relating Fourier and the translation operator Tb which
is given by

F(Tbψ)(λ) = e−ibλF(ψ)(λ), λ ∈ R.
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This leads to the following expression of F(φψ,n,a):

F(φψ,n,a)(λ) =

n
∑

j=0

Cj(n, a)e
i(1−2j/n)λF(ψ)(λ)

= F(ψ)(λ)Fn(λ, a).

�

Corollary 5.9. Let ψ ∈ S(R), a > 1 and n ≥ 1. Then, there exists a constant K = K(n, a)
depending on both a and n such that

(5.14) ||F(φψ,n,a)||L2 ≤ K(n, a)||ψ||L2 .

Proof. We apply the second part of Theorem 5.8 and get

||F(φψ,n,a)||2L2 = ||F(ψ)(λ)Fn(λ, a)||2L2

≤ (1 + a)2n||F(ψ)||2L2

≤ (1 + a)n||ψ||L2 .

�

Theorem 5.10. We consider the normalized Gaussian function ψ(x) = 1√
2π
e−x2/2. Then, it

holds that:

i) F(φψ,n,a)(λ) = F̃n(λ, a), n ≥ 1, λ ∈ R;

ii)

∫

R

φψ,n,a(x)dx = 1, n ≥ 1;

iii) F2(φψ,n,a)(ξ) = 2πφψ,n,a(−ξ), ξ ∈ R.

Proof. i) If ψ(x) = 1√
2π
e−x2/2 we know that its Fourier transform is given by

F(ψ)(λ) = e−λ2/2, λ ∈ R.

Then, applying the second part of Theorem 5.8 to this particular case we obtain

F(φψ,n,a)(λ) = F(ψ)(λ)Fn(λ, a)

= e−λ2/2Fn(λ, a)

= F̃n(λ, a).

ii) We can check also that the approximation sequence associated to the normalized Gaussian
function ψ(x) is given explicitly by

φψ,n,a(x) =
1√
2π

e−x2/2
n
∑

j=0

Cj(n, a)e
−x(1−2j/n)− (1−2j/n)2

2 , ∀x ∈ R.

Since
∫

R

φψ,n,a(x)dx =
1√
2π

n
∑

j=0

Cj(n, a)e
− (1−2j/n)2

2

∫

R

e−x2/2−x(1−2j/n)dx,

developing the computations using the Gaussian integral in Lemma 3.4 we have
∫

R

e−x2/2−x(1−2j/n)dx =
√
2πe

(1−2j/n)2

2 , ∀j = 0, · · · , n
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and this leads to the following formula
∫

R

φψ,n,a(x)dx =

n
∑

j=0

Cj(n, a) = 1.

iii) We apply a second time the Fourier transform to the approximation sequence φψ,n,a and
using Theorem 5.1 we observe that

F2(φψ,n,a)(ξ) = F(F̃n(λ, a))(ξ)

=
√
2πe−ξ2/2

n
∑

j=0

Cj(n, a)e
ξ(1−2j/n)− (1−2j/n)2

2

= 2πφψ,n,a(−ξ).

�

Now we choose as a signal function ψ the Hermite functions, i.e: ψ(x) = hk(x) with k = 0, 1, · · · .
We can prove following:

Proposition 5.11. For every k = 0, 1, · · · and n ≥ 1 it holds that

(5.15) F(φhk,n,a)(λ) = (−i)kHk,n(λ, a).

Proof. We use the well-known formula stating that Hermite functions are eigenfunction of the
Fourier transform so that we have

F(hk) = (−i)khk, k ≥ 0.

Therefore, applying Theorem 5.8 we obtain that for every k = 0, 1, · · ·

F(φhk,n,a)(λ) = (−i)khk(λ)Fn(λ, a)

= (−i)kHk,n(λ, a).

�

Theorem 5.12. Let ψ ∈ S(R), a > 1 and n ≥ 1. If we set f = B(ψ). Then, it holds that

(5.16) B[φψ,n,a](z) :=
n
∑

j=0

Cj(n, a)W 2j
n
−1[f ](z), z ∈ C.

Proof. Since ψ ∈ S(R) it will exist a unique function f in the Fock space such that ψ = B−1(f).
Hence we obtain

(5.17) φψ,n,a(x) :=
n
∑

j=0

Cj(n, a)T(2j/n−1)B−1(f)(x), x ∈ R,

By applying the Segal-Bargmann transform from both sides we get

(5.18) B[φψ,n,a](z) :=

n
∑

j=0

Cj(n, a)
(

B ◦ T(2j/n−1) ◦ B−1
)

[f ](z), x ∈ R.

We can now apply the results of Zhu in [26] relating the translation and Weyl operators as follows

(5.19) (B ◦ Tb ◦ B−1)[f ](z) = Wb[f ](z) = kb(z)f(z − b) = ezb−
b2

2 f(z − b), ∀z ∈ C.
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This leads to the following

B[φψ,n,a](z) =

n
∑

j=0

Cj(n, a)e
z(2j/n−1)− (2j/n−1)2

2 f(z + 1− 2j/n)

=

n
∑

j=0

Cj(n, a)W 2j
n
−1[f ](z)

�
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