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Estimating Post‐Fire Flood Infrastructure Clogging and
Overtopping Hazards
Ariane Jong‐Levinger1,2 , Douglas Houston3, and Brett F. Sanders1,3

1Department of Civil and Environmental Engineering, University of California, Irvine, Irvine, CA, USA, 2Schmid College
of Science and Technology, Chapman University, Orange, CA, USA, 3Department of Urban Planning and Public Policy,
University of California, Irvine, Irvine, CA, USA

Abstract Cycles of wildfire and rainfall produce sediment‐laden floods that pose a hazard to development
and may clog or overtop protective infrastructure, including debris basins and flood channels. The compound,
post‐fire flood hazards associated with infrastructure overtopping and clogging are challenging to estimate due
to the need to account for interactions between sequences of wildfire and storm events and their impact on flood
control infrastructure over time. Here we present data sources and calibration methods to estimate infrastructure
clogging and channel overtopping hazards on a catchment‐by‐catchment basis using the Post‐Fire Flood Hazard
Model (PF2HazMo), a stochastic modeling approach that utilizes continuous simulation to resolve the effects of
antecedent conditions and system memory. Publicly available data sources provide parameter ranges needed for
stochastic modeling, and several performance measures are considered for model calibration. With application
to three catchments in southern California, we show that PF2HazMo predicts the median of the simulated
distribution of peak bulked flows within the 95% confidence interval of observed flows, with an order of
magnitude range in bulked flow estimates depending on the performance measure used for calibration. Using
infrastructure overtopping data from a post‐fire wet season, we show that PF2HazMo accurately predicts the
number of flood channel exceedances. Model applications to individual watersheds reveal where infrastructure
is undersized to contain present‐day and future overtopping hazards based on current design standards. Model
limitations and sources of uncertainty are also discussed.

Plain Language Summary Communities at the foot of the mountains face an especially dangerous
type of flooding called “sediment‐laden floods.” Many such communities in the southwestern U.S. are protected
from water floods by flood infrastructure designed to trap sediment at the mouth of mountain canyons and
convey only water flows safely past developed areas to a downstream water body. Sediment‐laden floods, which
are more forceful and typically larger than water floods, are more likely to happen during storms over burned
mountain canyons soon after a wildfire occurs. However, estimating the likelihood that sediment‐laden floods
fill and overtop flood infrastructure is challenging since existing sediment‐laden flood models do not explicitly
consider the role of flood infrastructure. Here we present the Post‐Fire Flood Hazard Model (PF2HazMo), a
model that can estimate the likelihood of post‐fire floods on a canyon‐by‐canyon basis accounting for flood
infrastructure. Environmental data collected following a major wildfire is used to apply PF2HazMo to three
mountain canyons in southern California, and we find that it predicts the number of floods accurately relative to
observed post‐fire flood channel overtopping events. Further, the model is used to predict the frequency of
floods due to infrastructure overtopping under both present‐day and future wildfire scenarios.

1. Introduction
Cycles of wildfire and rainfall in mountainous areas produce sediment‐laden flows that pose significant hazards to
downstream development, including floods, mudflows, mudslides, and debris flows (e.g., Cannon &
DeGraff, 2009; DiBiase & Lamb, 2020; Hamilton et al., 1954). Across the southwestern U.S., and especially in
southern California, urban development encroaching upon the base of mountains has required protection from
these hazards, and has utilized a combination of debris retention basins (hereafter referred to as “debris basins”) to
capture sediment and flood channels to convey streamflow safely past communities (Jennings et al., 1982;
Johnson et al., 1991; Scott et al., 1978). In Los Angeles County alone, there are more than 150 debris basins
providing protection to mountainside communities such as Pasadena, Azusa, and Arcadia (LACDPW, 2013). The
use of debris basins for flood protection began following the 1933 New Year's Eve flood, during which mud and
debris flowing from the San Gabriel Mountains destroyed more than 400 homes in La Cañada and La Crescenta
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and caused numerous fatalities (Cobery, 2012); the practice is now widespread across the region, and debris
basins or similar sediment and debris retention structures have been used for flood management in the south-
western U.S., Japan, Italy (the Alps), and Canada (Gartner et al., 2014; Gusman et al., 2011; Johnson et al., 1991).
Debris basins are generally sized to contain the debris of one extreme event, or numerous smaller events, and to
route flood water (minus sediment and debris) safely past development using flood channels (Johnson &
McCuen, 1992; Johnson et al., 1991; Prochaska et al., 2008; Sanders & Grant, 2020; Wallerstein et al., 1997;
Willardson, 2020). However, the hazard level facing communities protected by this infrastructure is difficult to
quantify. Hazards include the possibility of debris basin and/or flood channel overtopping with flows of flood
water, sediment, and debris made more likely by the infrastructure clogging with sediment and debris over
preceding storm events. Moreover, recent exceedances have been deadly and costly. A debris flow event in
Montecito, CA in 2018 resulted in 23 deaths and over 400 damaged homes (Kean et al., 2019); even 5 years later,
debris flow risk was still a concern when major storms filled a debris retention basin constructed in one of the flow
paths of the 2018 debris flows completely with sediment (Orozco, 2023).

Quantitative hazard estimates are a foundation of risk management, including efforts to identify, communicate,
and reduce risks through infrastructure improvements. Significant progress has been made toward estimating the
spatial distribution of pluvial, fluvial, and coastal flood hazards at regional (e.g., Sanders et al., 2023) and national
scales (e.g., Bates et al., 2021), including improved understanding of the exposed populations and inequities (e.g.,
Tate et al., 2021). Progress is similarly needed to estimate sediment‐laden flood hazards. Here we adopt the
expression sediment‐laden flood hazards to capture a wide range of hazardous flows across a spectrum of
sediment and debris concentrations (Gartner et al., 2014). Expressions such as hyperconcentrated flows, mud
flows, debris floods, and debris flows have been used to differentiate specific types of sediment‐laden flow based
on sediment concentration, grain size distribution, and the relative proportion of suspended load versus bedload
transport (e.g., Brenna et al., 2020; Church & Jakob, 2020; Jakob et al., 2005; O'Brien, 1986). The expression
ultrahazardous flooding is also applicable. It was introduced in the context of alluvial fans (National Research
Council, 1996), a specific type of geography found in near‐mountain environments, but this expression is equally
relevant to a wide range of near‐mountain geographies with steep slopes and fast‐moving, sediment‐laden flood
hazards prone to unpredictable flow paths (Jong‐Levinger et al., 2022; Sanders & Grant, 2020).

Considerable previous research has focused on estimating plot‐ to catchment‐scale post‐fire runoff and erosion
rates, which contribute to sediment‐laden flood hazards. Catchment‐scale post‐fire runoff models typically es-
timate peak discharge at the catchment outlet; model types include empirical (e.g., Hawkins & Munoz, 2011;
Rowe et al., 1949; USDA, 2009), semi‐empirical/semi‐distributed such as HEC‐HMS (USACE, 2022; Wang
et al., 2020), and physically based models (Flanagan & Nearing, 1989; Van Eck et al., 2016). Studies comparing
empirical, semi‐distributed, and process‐based models of post‐fire peak discharge have not provided clear evi-
dence for a single approach that consistently performs well across multiple study sites (L. Chen et al., 2013;
Kinoshita et al., 2014). Post‐fire erosion models often estimate sediment yields (sediment volume per contributing
area), which are largely calculated using empirical methods derived from regression analysis (e.g., Gartner
et al., 2014; Pak & Lee, 2008; Pelletier & Orem, 2014; Renard, 1997; Scott et al., 1978; Wagenbrenner &
Robichaud, 2014; Wischmeier et al., 1965), though a smaller number of process‐based models exist (Flanagan &
Nearing, 1989; Goodrich et al., 2012; Kirkby et al., 2008). Comparison studies of empirical and process‐based
post‐fire erosion models have found that watershed‐scale model estimates span three orders of magnitude and
that current models tend to consistently identify areas of low and high potential, but need better calibration for
improved accuracy (Kampf et al., 2020; Rengers et al., 2021). Further, these studies present cases in which es-
timates from empirical models were better than those from processed‐based models when compared to data from
the region to which they were calibrated; this supports the conclusion that currently, no single modeling
framework estimates post‐fire erosion well across multiple regions. Moreover, existing frameworks do not
consider how sediment‐laden floods may be attenuated or exacerbated by the presence of flood control infra-
structure, as only recently has attention been given to the role of infrastructure in shaping downstream hazards to
development.

Consideration of event sequences is crucial to estimating sediment‐laden flood hazards because debris basins and
flood channels may fill with sediment over numerous rainfall events which, in turn, impact cycles of wildfire, soil
and vegetation recovery, and flood control maintenance activities such as debris basin and flood channel cleaning.
Indeed, sediment‐laden flood hazards represent a compound hazard produced by sequences of events and the
interaction of multiple hazard drivers (Sadegh et al., 2018). The importance of event sequences motivates hazard
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estimation by continuous simulation, that is, where physical processes are simulated over time (e.g., hourly, daily)
with a hydrologic model, the effects of antecedent conditions and system memory are explicitly resolved, and the
statistics of extremes (e.g., number of exceedances per century) are deduced from long records of model outputs
(Boughton & Droop, 2003; Pathiraja et al., 2012; Winter et al., 2019).

The Post‐Fire Flood Hazard Model (PF2HazMo) is a continuous simulation model that was recently introduced
by Jong‐Levinger et al. (2022) to estimate post‐fire flood infrastructure clogging and overtopping hazards, and it
is a lumped model with 11 parameters (Table 1) that require estimation on a catchment‐by‐catchment basis.
PF2HazMo solves a mass balance equation to account for the build‐up of sediment within debris basins, and it
builds upon the engineering practice of sediment flux modeling using the dimensionless bulking factor, k, which
represents the ratio of the bulked sediment flow to the clear‐water flow. Furthermore, numerous model parameters
(including the bulking factor, fire occurrence, and fire severity) are treated stochastically to embrace the high level
of uncertainty associated with post‐fire sediment yields and possible sequences of events (Gartner et al., 2014;
Kampf et al., 2020; Rengers et al., 2021), and the model is forced by a daily precipitation time series from a Monte
Carlo Markov Chain (MCMC) rainfall simulator. Wildfire events are assumed to increase the bulking factor
temporarily, and thus higher sediment fluxes occur from rainfall events within a few months after wildfire events
compared to rainfall events that occur several years or more after a wildfire event. Finally, by comparing the
magnitude of flood peaks to channel capacity on a daily basis, the frequency of channel overtopping is predicted
and is taken as an estimate of the sediment‐laden flood hazard. We note that while the lumped modeling approach
substantially simplifies highly complex sediment generation and transport processes associated with sediment‐
laden flows, the adoption of a stochastic, continuous‐simulation approach allows for consideration of an
exhaustive set of event sequences which are arguably equally, if not more, important sources of uncertainty
relative to infrastructure clogging and overtopping.

Figure 1 illustrates the functionality of PF2HazMo, namely the ability to simulate a sequence of states that
contribute to infrastructure clogging and overtopping hazards. The initial state is a healthy, vegetated watershed
with infrastructure at full capacity (Figure 1a). The second state (Figure 1b) captures changes to watershed
properties from wildfire, which contribute to heightened flows of runoff and sediment, and the accumulation of
sediment in the debris basin. The third state (Figure 1c) captures overtopping of the debris basin (with sediment)
and/or the flood channel (with flood flows) from subsequent rainfall events. Finally, the fourth state (Figure 1d)
captures the system following storm events or between storm events, when infrastructure capacity is restored with
cleaning, and vegetation recovers over time. By using a stochastic modeling approach, thousands of different
sequences are simulated over a long period of time (e.g., 100 years), and a probabilistic estimation of flood hazard
levels is provided including the number of debris basin overtopping events per century and the number of channel
overtopping events per century.

Table 1
PF2HazMo Parameters

Parameter name Symbol Definition

Watershed Area A Drainage area of mountain canyon

Runoff Response ct Ratio of the runoff coefficient to the time to peak

Time to Peak tp Duration from beginning of storm to peak runoff

Fire Interval tf Recurrence interval of wildfires in years

Post‐fire Bulking Factor k1 Ratio of the combined water and sediment volumetric flux to the water volumetric
flux

Recovery Timescale tr Time scale for watershed recovery after fire

Debris Basin Design Capacity V−des
b Storage capacity of sediment/debris basin

Flood Channel Design Capacity Ddes
c Flow capacity of flood channel downstream of debris basin

Infrastructure Cleaning Threshold V−thresh Fraction filled that triggers cleaning

Wet Season Cleaning Waiting Period w Number of days with no rain needed before debris basin cleaning can commence

Wet Season Debris Basin Cleaning Rate r Daily excavation rate for debris basin during wet season
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Application of PF2HazMo to estimate the spatial distribution of hazards requires parameter estimation (Table 1)
on a catchment‐by‐catchment basis using available data, including calibration. In support of this need, the
objective of this paper is to present a parameterization and calibration methodology that draws upon publicly
available data and to estimate the uncertainty in hazard estimates through validation against observations. Hence,
we demonstrate herein the estimation of parameters required for application of PF2HazMo to estimate post‐fire
flood infrastructure clogging and overtopping hazards and quantify uncertainties in these hazard estimates.

The remainder of the paper is organized as follows: Section 2 (Methods) describes the data collected and methods
used to conduct the model sensitivity and error analysis, estimate the model parameter distributions, calibrate the
model to specific watersheds, and evaluate the performance of the model. Section 3 (Results) compares simu-
lation results after calibrating PF2HazMo to observed post‐fire peak flows or to probabilistic precipitation‐
frequency discharge‐frequency curves; simulated post‐fire infrastructure exceedances are then compared to
observed overtopping events. Section 4 (Discussion) compares our modeling approach and results to those of
other models of post‐fire hydrology and discusses how the modeling framework can be used to inform flood risk
management. Section 5 presents conclusions.

2. Methods
The methodological sections that follow are organized into six subsections that cover: (a) a description of the
study catchments and the data used; (b) model sensitivity and error propagation analysis; (c) estimation of
parameter values for uncalibrated parameters; (d) model calibration; and (e) model validation.

Model calibration (Section 2.4) targets a runoff response parameter which is found through sensitivity analysis
(Section 2.2) to be particularly important for constraining uncertainty, while model validation (Section 2.5)

Figure 1. Progression of system states captured by Post‐Fire Flood Hazard Model (PF2HazMo). (a) Pre‐fire, clean infrastructure state, (b) Post‐fire wet‐weather state,
(c) Post‐fire wet‐weather state with infrastructure overtopping, (d) Post‐storm recovery state.
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targets the hazard variables predicted by the model, namely debris basin exceedances and flood channel
exceedances.

2.1. Study Sites and Data

A set of three small mountain watersheds (<11 km2) in Riverside County, California is utilized in this study to
present methods of parameter estimation, calibration, and validation for PF2HazMo (Figure 2). These catchments
were burned by the 2018 Holy Fire and have similar percentages of area burned, average slope, and aspect
(Table 3). The Coldwater watershed represents a gauged watershed with a U.S. Geological Survey (USGS)
streamgage at its outlet; however, there is no flood control infrastructure located downstream. McVicker and
Leach watersheds are both ungauged (referring to the lack of streamflow monitoring equipment; however, these
sites are both equipped with rain gauges), and each has a debris basin and flood channel located downstream.
McVicker is upstream of a concrete‐lined channel, while Leach is upstream of an unlined, or soft‐bottom, flood
channel, allowing us to compare how the model performs for different channel types. Further, all three basins are
located upstream of urban areas (dark gray areas in Figure 2, based on block‐level population density data from
the 2020 U.S. Census), and hence estimation of post‐fire flood and debris flow risks is important for public safety.

We note that gage records from the Coldwater watershed are used to calibrate the runoff response parameter
(Table 1) which, in turn, is applied to validate both the McVicker and Leach watershed models where exceedance
data is available. Gage data is rarely available in all of the basins where hazard information is needed, and thus the
parameterization approach presented here demonstrates a pragmatic pathway for leveraging available data to
apply the modeling framework to several adjacent watersheds.

Figure 2. Map of study area showing study watersheds, burn severity for 2018 Holy Fire, and locations of rain gauges, streamgage, and flood control infrastructure.
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2.1.1. Environmental Setting

The study watersheds are located in the Santa Ana Mountains of southern California within the Santa Ana River
watershed, which drains into the Pacific Ocean. The Santa Ana Mountains are part of the Peninsular Ranges, a
group of mountain ranges oriented from north to west that are characterized by Jurassic and Cretaceous plutonic,
mainly granitic rock that is more resistant to erosion than the neighboring Transverse Ranges to the north (Inman
& Jenkins, 1999). In particular, the underlying lithology of the study sites is Mesozoic to Precambrian meta-
morphic rocks intruded by granitic rocks as well as Mesozoic volcanic rocks (California Geological Sur-
vey, 2018). The climate is classified as hot‐summer Mediterranean to hot semi‐arid according to the Köppen
climate classification (Beck et al., 2018). Average annual precipitation in the region is about 451 mm, with most
of it falling as rain from October to April (PRISM Climate Group, 2023). The vegetation is Chaparral‐dominated;
indicative vegetation types include Diegan coastal sage scrub, mesic chaparral, and sparse coniferous vegetation
(RCEPD, 2003; Wilder & Kinoshita, 2022).

The mean fire return interval, or the average time between fires under the presumed historical fire regime, for
these watersheds is approximately 40 years (LANDFIRE, 2014). The 2018 Holy Fire was the first major wildfire
to affect these watersheds (i.e., to burn >10% of the watershed area) since 1987 for the Coldwater watershed and
since 1954–1956 for the Leach and McVicker watersheds, according to historical fire perimeter data (CAL
FIRE, 2021). On 6 August 2018, the Holy Fire ignited near Trabuco Canyon in the Santa Ana Mountains and
burned 9,300 ha by the time it was contained on 17 October 2018 (CAL FIRE, 2021). According to conversations
with Riverside County Flood Control and Water Conservation District (hereafter referred to as “Riverside
County”), mud and debris flows were observed within the headwater catchments of the study watersheds during
the 2018–2019 wet season.

2.1.2. Rainfall and Runoff Data

Rainfall data from three tipping bucket rain gauges operated by Riverside County were acquired to force
PF2HazMo simulations of the 2018–2019 wet season. Precipitation data was available for the Coldwater rain
gauge (340, Figure 2) from 19 November 2018 to 1 April 2019, while data availability for the McVicker (343) and
Leach (344) rain gauges was from 1 November 2018 to 1 March 2021. The rain gauges recorded precipitation
depth at irregular time intervals in increments of 1.02 mm (0.04 inches) per tip; the raw data was aggregated by
day to force model simulations at a daily timestep. Rain gauge data was also used to estimate the time to peak
model parameter, tp, as described in Section 2.2.3.

Instantaneous streamflow data at an interval of 15 min from 4 December 2018 to 31 March 2019 were retrieved
for USGS streamgage 11071760, located at the outlet of the Coldwater watershed, and used to calibrate the
Runoff Response parameter. Peak flows were identified based on a visual analysis of the maximum daily
discharge time series and an understanding of when the major storm events of the wet season occurred from
discussions with Riverside County; the total daily precipitation, maximum daily flow rate time series, and
observed peak flow rates for Coldwater watershed are shown in Figure S1 in Supporting Information S1. These
observed post‐fire peak flows were compared to the simulated daily peak flows that occurred on the same dates as
the observed flows to calculate model error metrics and calibrate the model.

2.1.3. Overtopping Data

Time‐lapse cameras installed by Riverside County at the Leach and McVicker debris basins provided observa-
tions of debris basin overtopping that were used to validate the model. Time‐lapse footage taken on days with
major storm events (29 November 2018, 6 December 2018, 17 January 2019, 2 February 2019, and 14 February
2019) were analyzed. Three (3) overtopping events were observed at Leach debris basin on 6 December 2018, 17
January 2019, and 14 February 2019, while one (1) overtopping event was observed at McVicker debris basin on
14 February 2019. Additionally, drone survey footage of the flood channel downstream of the Leach watershed
showed evidence of channel overtopping on 14 February 2019. To the authors' knowledge, no video, photo-
graphic, or anecdotal evidence exists for the overtopping of the flood channel downstream of the McVicker
watershed during the 2018–2019 wet season.
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2.2. Model Sensitivity and Error Propagation

Characterizing the sensitivity of PF2HazMo to the parameters listed in Table 2 and their mutual influence on
model errors is important and can be useful for guiding model parameter estimation and calibration strategies.
Here, “sensitivity analysis” implies varying the value of each model parameter by a small amount, one at a time,
and quantifying the resulting effect on the model output to determine which parameters have the greatest in-
fluence on model results. In contrast, “error propagation analysis” implies simultaneously varying all parameters
across their respective value ranges and assessing their collective effect on changes in model outputs.

2.2.1. Sensitivity Analysis

Table 2 presents the model parameters included in the sensitivity analysis. Fire interval was not included in the
sensitivity or error propagation analyses because the purpose of the tests is to determine the sensitivity of model
parameters that could be calibrated to a specific site, but the fire interval is a parameter based on either the
historical fire regime or is set to a value representative of future fire regimes and is not a focus of calibration
efforts. Additionally, since the model of wildfire occurrence is stochastic, implementing a given fire interval
entails differences in the relative timing of wildfires and precipitation between simulation trials, which makes it
difficult to distinguish the effect of varying the parameter's value from the effect of varying the sequencing of
wildfires and precipitation.

For each parameter except for the wet season debris basin cleaning rate (r) and the peak flow timescale (tp), the
mean parameter estimate was used as a baseline value. Observations were used to define the ranges for the r and tp
parameters, and since the distributions were skewed, we used the median instead of the mean as the baseline. For
each parameter, the baseline value was increased or decreased by 10%. Model outputs used to measure sensitivity
included the number of channel exceedances, number of debris basin exceedances, sum of sediment flows into the
debris basin, sum of sediment flows into the channel, sum of overbank flows, and maximum overbank flows over
the course of a 1‐year simulation period. These six output variables were chosen to capture both hazard variables
and sediment volumes that bear on management costs.

For model forcing, a 1‐year daily time series of precipitation was stochastically generated using the MCMC
rainfall simulator described in Jong‐Levinger et al. (2022); the same precipitation time series was used in all
simulation trials for consistency. The simulation starts on 1 June and continues through 31 May of the following
year (365 days), proceeding at a daily time step. Since fires typically occur during July through August in
California (Li & Banerjee, 2021), for all simulation trials the fire was set to occur on 1 July, 1 month after the start
of the simulation, to ensure that variability in model outputs was due to changes in parameter values rather than
the timing of the fire and precipitation.

Model sensitivities were quantified using the Sensitivity Coefficient, ϕi, defined by the ratio of the relative change
in model output to the relative change in parameter values as follows:

Table 2
Model Parameter Ranges Used in the Sensitivity and Error Analyses

Parameter name Symbol Units Minimum Mean/Median Maximum

Watershed area A km2 0.01 3.08 32.3

Runoff response ct 1/s 2.33 × 10−6 7.52 × 10−4 1.50 × 10−3

Time to peak tp hr 0.167 4.90 11.9

Post‐fire bulking factor k1 Unitless 1.25 2.06 2.86

Recovery timescale tr days 140 637 1,134

Debris basin design capacity V−des
b m3 1.09 × 104 1.50 × 105 2.89 × 105

Flood channel design capacity Ddes
c m3/s 1.94 484 965

Infrastructure cleaning threshold V−thresh % filled 75 85 95

Wet season cleaning waiting Period w days 1 7 14

Wet season debris basin cleaning rate r m3/day 336 1,624 4,826
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ϕi,j =
Δyi/y
Δxj/x

(1)

where yi represents model output variable (i = 1, 2, … m, m = 6), xj represents model parameters ( j = 1, 2, … n,
n = 10) and x and y represent mean/median values (Hamby, 1994). Model parameters were subsequently ranked
by sensitivity coefficient for each output variable, and a count of the number of times a parameter was ranked
among the top three most sensitive parameters was taken as an overall measure of parameter importance.

2.2.2. Error Propagation Analysis

Error propagation analysis accounts for the combined influence of all parameters on model outputs when varied
across their statistical distributions, unlike sensitivity analysis which isolates the effect of small changes to in-
dividual parameters (Gardner et al., 1981). A total of 500 1‐year model simulations were completed with all
parameters randomly sampled from a uniform distribution between the reported minimum and maximum value,
except for the wet season debris basin cleaning rate (r) and the peak flow timescale (tp). Observations were
available for these parameters, so we sampled the data uniformly at random, with replacement (n = 66 and n = 80,
respectively).

Once model output data were generated across the 500 parameter combinations, correlation and partial correlation
coefficients were first computed between each model output variable and each parameter. Second, model pa-
rameters were ranked by highest squared correlation coefficient. Third, the number of times a parameter ranked in

Table 3
Model Parameters Used to Estimate Post‐Fire Flood Hazards for Each Study Watershed

Parameter name Units Coldwater McVicker Leach

Watershed area km2 10.9 5.86 3.86

Mean watershed slope (30‐m DEM) % 60.8 46.3 45.4

Length of longest flow path km 6.44 6.44 3.22

Watershed relief m 1,342 801 603

Runoff response 1/s

Frequency 3.36 × 10−5 2.82 × 10−5 3.08 × 10−5

MAE 1.47 × 10−5 1.47 × 10−5 1.47 × 10−5

NSE/RMSE 1.24 × 10−5 1.24 × 10−5 1.24 × 10−5

Mean % Error 2.38 × 10−6 2.38 × 10−6 2.38 × 10−6

Time to peak hr 5.58 6.02 5.73

Watershed area burned % 98.0 99.4 99.96

Moderate severity % 57.6 89.0 89.0

High severity % 17.9 5.05 2.74

Wildfire hydrologic impact (Livingston et al., 2005) Moderate Moderate Moderate

Post‐fire bulking factor Unitless

Lower bound 1.001 1.03 1.04

Upper bound 1.01 1.38 1.52

Recovery timescale days 1,103 726 737

Debris basin design capacity m3 – 78,912 20,642

Flood channel design capacity m3 – 52.5 10.0

Infrastructure cleaning threshold % volume filled – 85 85

Wet season cleaning waiting period days – 1 1

Wet season debris basin cleaning rate m3/day – 1,710 2,064

Abbreviation: DEM, Digital Elevation Model.
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the top three for each model output variable was counted to obtain an overall ranking of each parameter relative to
its error propagation.

2.2.3. Model Parameter Range Estimation

The range of values for each model parameter is presented in Table 2 based on the following considerations: The
range of values for the runoff response parameter, ct, was estimated by first taking the runoff coefficient for
undeveloped land between 0.1 and 0.9 Mahmoud and Alazba (2015, Table 2). Next, storm duration was computed
for each site using 2018–2021 rain gauge records for Leach (344) and McVicker (343) (Figure 2), and the time to
peak parameter, tp, was estimated as storm duration divided by 2 (Snider et al., 2007).

Both ct and tp were considered in the sensitivity and error analysis. The ct parameter is used to calculate peak
discharge from the watershed outlet, but tp is used separately to calculate the volume of sediment from the
watershed outlet (V−s = Qwtp(k − 1)); thus it is important to understand the sensitivity of both parameters. Storm
duration (taken as twice the time to peak) was estimated from the rain gauge records by defining storms as
continuous rainfall with at least 5.08 mm (0.2 in) of depth and 2.54 mm/hr (0.1 in/hr) of intensity, identifying
new storms after 6 hr with <1.27 mm (0.05 in) of rainfall. Storm durations >24 hr were excluded since the model
timestep is daily.

The minimum value for the post‐fire bulking factor represents the lower bound of hyperconcentrated flow, while
the maximum value represents the upper range of debris flow (Gusman et al., 2011).

PF2HazMo accounts for watershed recovery from fire with an exponential decay model for the bulking factor, k,
as follows,

k(t) = k0 + (k1 − k0) e−t/tr (2)

Previous studies have reported that the recovery time is between two and 10 years (Gartner et al., 2009, 2014;
Lavé & Burbank, 2004), and thus the range of values for tr was estimated by assuming k(t) = 1.01k0 when t equals
the observed recovery time and rearranging Equation 2 to solve for tr.

The range of debris basin capacities was calculated according to Equation 21 and channel capacity according to
Equation 20 in Jong‐Levinger et al. (2022) assuming a bulked design standard. Bound estimates were based on a
50‐year precipitation return level estimated from extreme value analysis of a long‐term daily precipitation record
(1932–2020) from the Big Tujunga Dam station in Los Angeles, California (ID: USC00040798) (NOAA, n.d.),
the average area for a watershed in the Transverse Ranges of southern California as estimated by Gartner
et al. (2014), and design bulking factors of 1.15, typical of normal streamflow in an alluvial fan, to 2.0, the highest
design bulking factor currently in use in southern California (Gusman et al., 2011). For channel capacity esti-
mation, we used the minimum and maximum values of tp mentioned above. A minimum runoff coefficient of 0.1
was used as above, but the maximum was set to 0.4 since we found that the resulting number of channel
exceedances was zero for most of the simulations otherwise.

The range of cleaning threshold values was based on communication with Riverside County, which typically
restores infrastructure to full capacity during the dry season when 85% of the capacity is filled with sediment. The
minimum and maximum values were obtained by adding or subtracting 10% of the volume filled.

The range of waiting period values is based on the assumption that maintenance crews must wait between one and
14 days after a storm occurs before excavating sediment from infrastructure based on correspondence with
Riverside County.

The range of wet season debris basin cleaning rates is based on daily debris basin cleaning records for Leach and
McVicker debris basins from December 2018 to April 2019 provided by Riverside County. The median was used
as the measure of central tendency since the distribution was right‐skewed.

2.3. Parameter Estimation Methods

PF2HazMo is applied by providing estimates for model parameters, some of which are bracketed by previous
work or direct measurements, and others which are calibrated. In this section, sources of data and estimation
approaches for uncalibrated model parameters are reported. Parameters selected for calibration and the calibration
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approach are described in the following section. A flowchart visualizing the parameterization and calibration
methods described in Sections 2.3 and 2.4.1 is shown in Figure 3.

2.3.1. Watershed Morphology

Watershed area was estimated using 10‐m Digital Elevation Models (DEMs) from the USGS using ArcGIS
(ESRI, 2021; USGS, 2019a). Additional watershed characteristics including the mean slope, length of the longest

Figure 3. Methodological “roadmap” visually summarizing the inputs, processes, and outputs involved in the
parameterization or calibration of each model parameter. Parameterization methods are surrounded by dashed lines while
calibration methods are surrounded by solid lines.
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flow path, and relief were needed to estimate the post‐fire bulking factor and were calculated by the StreamStats
online tool developed by the USGS (2019b). StreamStats allows the user to specify the location of a watershed
outlet and delineates the watershed using a 30‐m DEM; these and other watershed characteristics are provided in
the Basin Characteristics report.

2.3.2. Time to Peak

While the runoff response parameter, ct, could be used to calculate peak flows from the watershed using the
Rational Method, the time to peak parameter, tp, needed to be estimated separately to quantify the fluxes of water
and sediment entering the debris basin. The tp parameter was estimated by modeling each storm with a triangular
hydrograph with equal rising and falling limbs. The time to peak parameter represents the amount of time between
the start of direct runoff production and the peak of the hydrograph, as observed at the watershed outlet. The time
to peak was estimated as ΔD/2 + tℓ, where ΔD is the storm duration and tℓ is the watershed lag (Snider
et al., 2007). For each watershed, ΔD was estimated as the median storm duration for the 2018–2019 wet season
using rainfall data from the rain gauge nearest each watershed. tℓ was estimated using the Soil Conservation
Service (SCS) watershed lag method using the watershed characteristics from StreamStats (Kent et al., 2010).

2.3.3. Post‐Fire Bulking Factor

The post‐fire bulking factor, k1, was estimated by developing a lumped (i.e., single‐basin) model for each
watershed using HEC‐HMS software (USACE, 2022), calibrating the curve number parameter to pre‐fire peak
discharge frequency estimates, then increasing the curve number to reflect the expected post‐fire increase in
runoff following Livingston et al. (2005). The resulting time series of post‐fire discharge and sediment load were
integrated over each simulated storm to calculate a range of post‐fire bulking factors.

The SCS Curve Number method was used as the loss method since there are several studies documenting how the
curve number can be adjusted to reflect the post‐fire condition (e.g., Carra et al., 2021; Cerrelli, 2005; Goodrich
et al., 2005; Soulis, 2018). We calculated an initial estimate for the pre‐fire curve number by intersecting National
Land Cover Database 2019 land cover data and hydrologic soil group data from the Soil Survey Geographic
Database (SSURGO) (Dewitz, 2021; Soil Survey Staff, 2023). Using a land use and soil group lookup table, an
area‐weighted average curve number for each watershed was estimated (USACE, 2023). This curve number was
then used to calculate the maximum potential retention, S, and the initial abstraction, Ia, assuming Ia = 0.2S
following Mockus et al. (2004), as well as the watershed lag time following Kent et al. (2010). We used the SCS
Unit Hydrograph method as the transform method, using a peak rate factor of 550 based on the steepness of the
study watersheds. We forced the model with precipitation frequency estimates for a 2‐year to 500‐year storm
using the Frequency Storm method and the same basin‐averaged precipitation frequency estimates described in
Section 2.4.1 to develop a precipitation‐frequency curve. To distribute the rainfall throughout the storm over time,
we used a precipitation intensity pattern for a 6‐hr storm from the Riverside County Hydrology Manual repre-
sentative of a reasonable distribution of rainfall likely to cause critical runoff conditions during a major storm
event (RCFCWCD, 1978, Plate E‐5.9).

The initial, uncalibrated pre‐fire curve number estimate was used to simulate a peak discharge frequency curve,
which was then compared to the peak discharge frequency curve retrieved from StreamStats (see Section 2.4.1).
The pre‐fire curve number was calibrated to the discharge frequency curve by adjusting it by a constant factor
between 0 and 1 until the percent error in the area‐normalized runoff volume was less than 10% and the Nash‐
Sutcliffe efficiency (NSE) was greater than 0.90.

Next, to obtain the post‐fire curve number, the calibrated pre‐fire curve number was adjusted using the following
two‐step procedure developed by Livingston et al. (2005): (a) the percentage of the watershed area burned at
moderate and high burn severity was calculated using the Burn Area Reflectance Classification map for the Holy
Fire to determine the Wildfire Hydrologic Impact classification (BAER, 2021), and (b) the relationship between
pre‐fire curve number and the post‐fire to pre‐fire curve number ratio was used to calculate the corresponding
post‐fire curve number. The watershed lag was updated to reflect the post‐fire curve number.

The final step of calculating the post‐fire bulking factor range was simulating post‐fire sediment load. The range
of post‐fire bulking factors for each watershed was estimated by applying the Los Angeles District Debris Method
(LA Debris Method) to each “n‐year” return period event in the frequency curves for each watershed and setting
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the lower and upper bounds to the minimum and maximum estimated bulking factor, respectively. The LA Debris
Method consists of a set of five regression equations with unit sediment yield as the dependent variable (sediment
volume normalized by watershed area) and watershed area, relief ratio (relief divided by longest flow path), Fire
Factor, and either 1‐hr peak precipitation or unit peak discharge (volumetric discharge normalized by watershed
area) as the independent variables (Gatwood et al., 2000). Each of the five equations is applicable to a class of
watershed areas based on a multiple linear regression analysis conducted on 536 debris yield observations from 87
watersheds in the counties of Los Angeles, Ventura, San Bernardino, and Santa Barbara (Gatwood et al., 2000).
We chose the LA Debris Method for estimating post‐fire sediment loads because it consists of multiple equations
that can be applied to watersheds with a wide range of drainage areas (0.259–518 km2) and accounts for the effect
of time since fire with a parameter termed the “Fire Factor.” The Fire Factor is a dimensionless parameter of the
LA Debris Method that represents the impact of wildfire on debris yield with a value of 6.5 representing 10 years
since 100% of a given watershed burned at a value of 3.15 representing 1 year since 100% of the watershed
burned. Since the goal was to obtain a range of post‐fire bulking factors from which to sample randomly, we ran
one simulation using a Fire Factor of 6.5 (the “high sediment” scenario) and another using a Fire Factor of 3.15
(the “low sediment” scenario). The LA Debris Method requires an Adjustment‐Transposition (A‐T) Factor to be
specified; this parameter is designed to account for differences in geomorphology between the San Gabriel
Mountains of Los Angeles County where the regression equations were developed and that of the watershed of
interest (Gatwood et al., 2000). For this study, the A‐T factor was set to 1.0 due to a lack of sufficient debris yield
data for these or surrounding watersheds to estimate it. We note that the actual debris yield of the study watersheds
is likely somewhat less than predicted since the Peninsular Ranges in which they are located are known to have a
lower debris potential than that of the San Gabriel Mountains (Gatwood et al., 2000; Gusman & Viducich, 2022).
The equations of the LA Debris Method used in this study, according to the drainage area constraints of each
equation, are as follows,

log Dy = 0.65 log P + 0.62 log RR + 0.18 log A + 0.12 log FF (3)

log Dy = 0.85 log Q + 0.53 log RR + 0.04 log A + 0.22 log FF (4)

where Dy represents unit debris yield, P represents maximum 1‐hr precipitation, RR represents relief ratio, A
represents watershed area, FF represents Fire Factor, and Q represents unit peak runoff. Equation 3 applies to
watershed areas from 0.259 to 7.77 km2 and thus was used for Leach and McVicker watersheds. Equation 4
applies to watershed areas from 7.77 to 25.9 km2 and thus was used for Coldwater watershed (see Table 3 for
watershed area values).

From the resulting simulated time series of post‐fire flow rates and sediment loads, the post‐fire bulking factor for
each storm in the frequency curve was calculated as the sum of the volumes of water and sediment integrated over
the duration of the storm divided by the volume of water. The minimum and maximum bulking factors estimated
from both the high and low sediment scenarios were used to define the bounds of the post‐fire bulking factor range.

2.3.4. Recovery Timescale

The recovery timescale parameter, tr, represents the rate of watershed recovery after the watershed is burned by
wildfire–that is, the exponential decay rate of the post‐fire bulking factor, k1, back to the pre‐fire baseline bulking
factor, k0. The recovery timescale is implemented in the equation for the bulking factor (Equation 2). To estimate
the recovery timescale, we assume the watershed vegetation recovers at a rate commensurate to the decay rate of
the post‐fire bulking factor since vegetation regrowth is the main process by which soil becomes re‐stabilized
following wildfires (Cerdà & Doerr, 2005; Shakesby, 2011). The recovery rate of watershed vegetation was
estimated following Gouveia et al. (2010), who used post‐fire Normalized Difference Vegetation Index (NDVI)
time series to model vegetation recovery. NDVI is one of the most common satellite‐derived vegetation indices
used to study post‐disturbance vegetation recovery, and several studies have used NDVI time series to evaluate
post‐fire vegetation recovery in the southwestern U.S. (e.g., Hope et al., 2007; Storey et al., 2021; Van Leeu-
wen, 2008). Essentially, since NDVI is an indicator of vegetation greenness, Gouveia et al. (2010) define the “lack
of greenness,” y(t) as:

y(t) = NDVI(t) − NDVI∗(t) (5)
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where NDVI*(t) is an annual cycle that represents the “ideally healthy state of vegetation along the phenological
year.” The lack of greenness variable drops below zero when a fire burns the vegetation, and an exponential curve
of the form:

y(t) = ae−bt (6)

where t is the time since the start of the fire and a = NDVI(t = 0)‐NDVI*(t = 0), can be fit to the post‐fire time
series such that the rate parameter, b, may be found through linear regression. Comparing Equations 2 and 6, it
becomes apparent that the recovery timescale may be estimated as tr = 1/b.

This approach was applied to NDVI and Enhanced Vegetation Index (EVI) time series data from the Moderate
Imaging Spectroradiometer on the Terra satellite (Didan, 2021). EVI data were included in the analysis to
compare the results from the two vegetation indices since EVI is designed to minimize canopy‐soil variations and
have improved sensitivity where vegetation is more dense, and since it has also been used to study post‐fire
vegetation recovery (X. Chen et al., 2011; Kinoshita & Hogue, 2011; Wittenberg et al., 2007). NDVI and EVI
images that represent 16‐day Maximum Value Composites at a resolution of 250 m from 2000 to 2023 were
spatially averaged by watershed area in Google Earth Engine. The resulting time series of spatially averaged
NDVI and EVI were normalized according to Equation 5 by estimating NDVI*(t) and EVI*(t) as the mean
monthly maximum values over the pre‐fire period. Eleven missing values in years 2001 and 2002 were replaced
with the long‐term monthly mean NDVI/EVI values for the pre‐fire period. Before curve fitting, we ensured the
pre‐fire NDVI/EVI time series were stable through time by conducting a Mann‐Kendall test on the water‐year
averaged annual values and found that there was no monotonic trend with time. The fit of the exponential
curves to the normalized, spatially averaged vegetation index time series, 95% confidence intervals, R2, root mean
squared error (RMSE), and bulking factor curves resulting from the estimation of tr are shown in Figure S2 in
Supporting Information S1. The recovery timescale parameter for each watershed was calculated as the average of
the two recovery timescale estimates produced by curve fitting to the NDVI data and the EVI data.

2.3.5. Debris Basin Capacity

For Leach watershed, the debris basin capacity was estimated through analysis of a DEM produced from an
unmanned aerial vehicle (UAV) photogrammetric survey of the debris basin conducted by Riverside County
using ArcGIS (ESRI, 2021). The capacity of the debris basin was increased in November 2018 before the first
post‐fire wet season began in anticipation of increased sediment fluxes, and since Riverside County conducted the
photogrammetric survey just after this improvement was completed, it captured the debris basin in its empty,
“design capacity” state. The DEM produced from the photogrammetric data had a resolution of 15 cm (0.5 ft) and
an absolute vertical accuracy of <5–7 cm (0.16–0.23 ft) at the 95% confidence level, which includes the ground
control point error, according to Riverside County. Non‐ground features such as vegetation were manually
removed from the point cloud to produce a bare earth DEM; then the Surface Volume tool was used in ArcGIS to
estimate the volume of the empty debris basin. For McVicker watershed, the debris basin design capacity was
estimated by Riverside County from a UAV photogrammetric survey they conducted in September 2018 before
the wet season began with similar vertical accuracy.

2.3.6. Flood Channel Capacity

Flood channel capacities for both Leach and McVicker were estimated using PRIMo, a dual‐grid flood inundation
model, to determine the maximum flow rate the flood channels could convey without producing overbank flows
(Kahl et al., 2022; Sanders & Schubert, 2019; Sanders et al., 2023). A DEM produced from an airborne Lidar
survey conducted in September 2018 before the start of the wet season with a resolution of 0.46 m (1.5 ft) and
vertical accuracy of 3.02 cm (0.099 ft, RMSE) was used to estimate the design capacities of the flood channels.
After hydro‐conditioning the DEM in ArcGIS to remove bridges and culverts, we forced PRIMo with a constant
volumetric flow rate, a no‐flow boundary condition at the edge of the domain upstream of the input point source,
and a dry boundary condition at the downstream end of the model domain. As shown in Figure 4, the input flow
rates were increased or decreased iteratively toward a steady state until the channel overtopped, resulting in
overbank flows. We used a threshold flood depth of 5 cm to signify substantial flood channel overtopping. Since
the flood channel downstream of the Leach watershed is an unlined channel and that downstream of the McVicker
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watershed is a concrete‐lined channel, we used Manning n values of 0.030 and 0.013, respectively, based on
Chow (1959). Additionally, the Leach flood channel had a brick wall along its southern bank that was not resolved
by the DEM and needed to be enforced in the simulation to prevent unrealistic channel overtopping; the grid edge
classification method developed by Kahl et al. (2022) was used to implement a 1.5‐m tall no‐flow boundary to
simulate this wall.

2.3.7. Infrastructure Cleaning Standards

The infrastructure maintenance protocol simulated is Summer + After‐fire + Wet Season Cleaning, based on the
standard maintenance protocol employed by Riverside County. This means that the debris basin and flood channel
are restored to full capacity each summer if the infrastructure cleaning threshold has been exceeded or if a wildfire
occurred prior to the start of the wet season; additionally, the debris basin will be excavated during the wet season
if the cleaning threshold has been exceeded and no rain has occurred for at least the number of days in the “wet
season cleaning waiting period.” The infrastructure maintenance model parameters include the infrastructure
cleaning threshold, the wet season cleaning waiting period, and the wet season debris basin cleaning rate. The
infrastructure cleaning threshold was set to when 85% of the debris basin or flood channel is filled, based on
discussions with Riverside County; this threshold applies to the cleaning of both the debris basin and the flood
channel. The wet season cleaning waiting period and debris basin cleaning rate were estimated based on records
of debris basin excavation volumes for Leach and McVicker debris basins from Riverside County for the 2018–
2019 wet season at a daily timescale. Daily excavation volumes for each debris basin were averaged over the wet
season to obtain the cleaning rate, and waiting periods were roughly based on the number of days following a
storm without rain that passed before sediment was excavated. Importantly, only the debris basins are cleaned
during the wet season as well as the dry season according to conventional maintenance practices; channels are
cleaned during the summer only, based on conversations with Riverside County.

2.4. Calibration Methods

PF2HazMo was calibrated to the first wet season following the Holy Fire, when streamflow and infrastructure
overtopping data were available, to assess the performance of the modeling framework with respect to repro-
ducing observed post‐fire peak flows and infrastructure exceedances. Streamflow data was used to calibrate the
runoff response parameter, ct, based on its high sensitivity as will be revealed in the results.

Figure 4. Illustration of channel capacity estimation for McVicker (a, b) and Leach (c, d) watersheds. McVicker channel overtopped with a constant input flow rate of
55 cm (a), but the channel contained a flow rate of 52.5 cm (b). Leach channel overtopped with a constant flow rate of 11 cm (c), resulting in flow onto the street with
depths just over the 5 cm threshold (circled in white). When the input flow was decreased to 10 cm (d), no street flooding was simulated.
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For both the calibration and validation, an 8‐month simulation period was used spanning a wildfire event and
post‐fire wet season where rainfall, streamflow, and overtopping were observed. The simulation begins on 1
August 2018 and fire occurrence is simulated on 6 August 2018, the day the Holy Fire ignited. With each
simulation, a post‐fire bulking factor value is chosen uniformly at random from the estimated post‐fire bulking
range (Section 2.3.3), and thus the sediment yield properties of each simulation exponentially decay thereafter in
accordance with vegetation recovery timescales estimated for each watershed. Observed daily rainfall totals from
the rain gauge nearest each watershed are used to force the simulation, with ∼41 days of rainfall during the wet
season depending on the rain gauge. The simulation ends on 31 March 2019, about 10 days after the last day with
observed rainfall. The parameter values used to apply the model to each study watershed are shown in Table 3.

2.4.1. Rainfall‐Runoff Model Calibration

PF2HazMo predicts runoff from rainfall using a type of rational method as follows:

Qw =
cPA
tp

(7)

where c is the runoff coefficient, Qw is the clear‐water discharge at the watershed outlet, P is the daily precip-
itation total, A is the area of the watershed, and tp is the time to peak of a triangular hydrograph with equal rising
and falling limbs.

Given the availability of precipitation and streamflow data, calibration targeted the ratio of the runoff coefficient
to the time to peak, ct = c/tp (Gage Data Approach). Additionally, a second calibration strategy was developed
targeting the availability of regional precipitation‐frequency and discharge‐frequency curves (Frequency Curve
Approach). We developed both approaches because, in an ideal scenario, streamflow observations would be
available for the watershed of interest to be used to calibrate ct directly; however, many watersheds are too steep to
install gauges, or post‐fire bulked flows may be so forceful that they destroy monitoring equipment, according to
conversations with Riverside County. Since precipitation and discharge frequency estimates are available for the
majority of the continental United States and its territories from the National Oceanic and Atmospheric
Administration (NOAA) and the USGS, respectively, PF2HazMo could potentially be applied broadly given the
availability of a suitable calibration method for leveraging these data.

Applying the Gage Data Approach, we used observed post‐fire streamflow data for the Coldwater watershed to
calibrate ct using multiple error metrics (objective functions) commonly used in hydrologic modeling. Observed
peak flows were identified based on a visual analysis of the maximum daily discharge time series and an un-
derstanding of when the major storm events of the wet season occurred from discussions with Riverside County.
Through manual calibration of the model, we determined the optimal value for ct was within the range (2 × 10−6,
4 × 10−5). We then conducted an automated calibration process in which we ran the model for 100 linearly spaced
candidate values within this range and calculated the corresponding NSE index, the RMSE, the mean absolute
error (MAE), and the mean percent error (% Error) by comparing the observed peak flows to the median of the
simulated peak flow distribution on the same days of the wet season. The equations for the error metrics are as
follows:

NSE = 1 −
Σn

i=1| yi − xi|
2

Σn
i=1|xi − x|2

(8)

RMSE = (
1
n

Σn
i=1| yi − xi|

2)

1/2

(9)

MAE =
Σn

i=1| yi − xi|

n
(10)

%Error = |
yi − xi

xi
| × 100 (11)
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where x represents observed peak flows, y represents simulated peak flows, n is the number of measured‐predicted
data pairs, and x is the mean of observed peak flows. We chose this suite of error metrics rather than a single
objective function because they each have advantages and disadvantages. For example, mean error metrics such
as MAE and mean % error are less affected by outliers than are squared error metrics, while relative change
metrics (such as % error) highlight errors in low flows more than in high flows (Jackson et al., 2019). For each
error metric, we can obtain an optimal parameter estimate by minimizing (in the case of RMSE, MAE, and %
error) or maximizing (in the case of NSE) the metric and then compare the outputs from the calibrated models to
observations of peak flows and overtopping events. In summary, we can assess how different error metrics
(objective functions) bias hazard estimation.

Applying the Frequency Curve Approach, which targets the estimation of ct in an ungauged watershed, we
obtained precipitation frequency estimate grids from NOAA Atlas 14, which represent spatially interpolated point
precipitation frequency estimates from a national network of precipitation‐reporting stations at a resolution of 30
arc‐seconds (Perica et al., 2011). We retrieved annual maximum series for a 6‐hr storm for California for return
periods of 2, 5, 10, 25, 50, 100, 200, and 500 years. We chose a 6‐hr duration because it most closely matches the
time to peak of the studied watersheds (Table 3); additionally, a 6‐hr storm duration is more typical of the
relatively short‐duration, high‐intensity storms that commonly trigger hyperconcentrated and debris flows in the
region than a 24‐hr storm, which is quite uncommon in southern California. We then calculated the watershed
area‐averaged precipitation depth for each return period for the three study watersheds using ArcGIS and used
these spatial averages as our precipitation frequency estimates. Discharge frequency estimates for the same return
periods were obtained by applying the StreamStats online tool to each watershed individually (USGS, 2019b).
These discharge estimates are calculated using regional regression equations developed by fitting a log‐Pearson
Type III distribution to annual peak flow data through water year 2006 from a network of USGS streamgages in
California with 10 or more years of data (Gotvald et al., 2012). The three study watersheds are located in the South
Coast Region (Region 5) of the USGS regional regression analysis, which includes non‐desert southern Cali-
fornia. Once the precipitation and discharge frequency estimates for each return period were obtained, the ct

parameter was estimated through linear regression of P × A and Qw, where ct is the slope of the line with intercept
forced to zero. In the following results sections, we refer to this parameter estimation method as the “Frequency”
method.

2.5. Validation Methods

PF2HazMo was validated with applications to the Leach and McVicker catchments in Riverside County. Here,
detailed monitoring was carried out by Riverside County Flood Control and Water Conservation District from
November 2018 to April 2019, a period that immediately followed the Holy Fire. Overtopping events are
documented from timelapse videography, and sediment volumes removed from the debris basin and channels are
documented by drone surveys and sediment disposal contracts which include volumes of material transported
away from the site. Infrastructure overtopping data are described in Section 2.1.3. Finally, as a check to ensure the
model conserved sediment mass/volume, we compared the sediment influx, outflux, and storage change of the
debris basins and found that the residual was comparable to numerical precision 10−11 (Figure S4 in Supporting
Information S1).

3. Results
3.1. Model Sensitivity and Error Analyses

3.1.1. Sensitivity Analysis

Figure 5 compares the sensitivity coefficients between model parameters for each model output variable. For
some output variables, one model parameter is clearly more sensitive than the others, such as the cleaning waiting
period, w, for the number of basin exceedances, or the post‐fire bulking factor, k1, for the number of channel
exceedances. However, there are a number of parameters for which the sensitivity coefficient is greater than or
equal to one for multiple model outputs, such as the runoff response, ct.

To better understand which model parameters were consistently sensitive across output parameters, we ranked the
parameters by sensitivity coefficient separately for each output variable and then counted the number of times
each parameter ranked in the top three most sensitive model parameters. The result of this overall sensitivity
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ranking is as follows: the number of times a parameter was ranked in the top three was five for watershed area,
four for runoff response, three for post‐fire bulking factor, and two for time to peak. Flood channel design ca-
pacity, debris basin design capacity, and wet season cleaning waiting period each ranked in the top three once.
Hence, the most sensitive model parameters are those that contribute to the peak (bulked) flow that drives the
hazards.

3.1.2. Error Propagation Analysis

Correlation coefficients linking changes in model outputs to changes in model inputs were also used to rank the
importance of input parameters. Ranking by greatest squared correlation coefficient and squared partial corre-
lation coefficient produced the same results: the number of times a parameter was ranked in the top three was six
for watershed area, five for runoff response, and four for time to peak. The post‐fire bulking factor, flood channel
design capacity, and wet season cleaning waiting period were also each ranked in the top three for one model
output variable. These results are similar to the sensitivity analysis, in that watershed area, runoff response, and
time to peak parameters all ranked highly.

Based on the results from the sensitivity and error analyses, model calibration targeted the runoff response
parameter ct, the post‐fire bulking factor was treated as a random variable (bounded by post‐fire erosion estimates
from HEC‐HMS modeling), and all other parameters were estimated using the methods presented in Section 2.3.

3.2. Calibration to Observed Post‐Fire Peak Flows

Figure 6 compares observed peak bulked flows to the distribution of simulated peak bulked flow in the Coldwater
catchment when ct is calibrated in five different ways: the first four options rely on in‐situ gage data and one of
four different objective functions (Gage Data Approach), and the final option designed for ungauged basins relies
on regional hazard data (Frequency Curve Approach). First, results show that calibrating PF2HazMo to regional
hazard data leads to significantly higher peak bulked flows than suggested by local streamgage measurements,
irrespective of the objective function used. The median of the peak flow distribution based on regional hazard data
(“Frequency” in Figure 6) is almost four times greater than that of the observed peak flows for the 2018–2019 wet
season. The other simulated peak flow distributions were produced by calibrating the ct parameter to the observed
peak flows, each using a different error metric as the objective function for the parameter optimization. Using
NSE and RMSE as the objective function resulted in the same peak flow distribution since both are squared error

Figure 5. Absolute value of sensitivity coefficients, ϕ, for each model parameter and output variable resulting from a 10% increase or decrease in the parameter value
from the mean/median.
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metrics; hereafter we refer to the simulation results produced by using NSE or
RMSE as the objective function as “RMSE” for simplicity. The medians of
the peak flow distributions using MAE, NSE, and RMSE (as an objective
function) all fall within the notch of the boxplot of the observed peak flows;
since the width of the notch roughly represents a 95% confidence interval and
the notches of the simulated and observed distributions overlap, this suggests
that the medians are not significantly different. However, it is important to
interpret the notch of the observed distribution with caution due to the small
sample size of observed flows (n = 4). The median of the peak flow distri-
bution based on RMSE calibration is closest to that of the observed distri-
bution in terms of percent error relative to the median of the observed
distribution. Finally, the peak flow distribution when calibrated by % Error
has the lowest median of all the simulated distributions, which is expected
since % Error is a relative change metric and this type of error metric tends to
emphasize errors in low flows. The MAE, NSE, RMSE, and % Error values
corresponding to calibration with each of the five calibration methods are
reported in Table S1 in Supporting Information S1.

3.3. Validation With Observed Overtopping Events

Validation of the model is approached with applications to the Leach and
McVicker catchments that adopt site‐specific parameters for measurable
properties (e.g., watershed area, debris basin capacity, flood channel capacity,
infrastructure cleaning attributes), the calibrated value of ct taken from the

nearby Coldwater Creek catchment (Gage Data Approach) or calculated using regional hazard data (Frequency
Curve Approach), and parameter ranges for other variables as described previously. Validation is pursued with
the four different calibrated values of ct described in the previous section, and a comparison between the
simulated distribution of exceedances and the observed number of exceedances is shown in Figure 7 for both
channels and debris basins. Figure 7a shows that for Leach watershed, calibration using RMSE as the objective
function produces the best fit between the median simulated and observed number of channel exceedances,
though the simulated number of basin exceedances was overpredicted (median = 17, observed = 3). For
McVicker watershed, all calibration methods correctly and precisely predicted zero channel exceedances, while
the number of basin exceedances was overpredicted by roughly an order of magnitude for all but the % Error
calibration method, which predicted zero basin exceedances (observed = 1, Figure 7b). Across watersheds and
infrastructure types, the Frequency calibration method resulted in a higher number of exceedances than observed
(by a factor of ∼8–28), while calibrating the model to observed post‐fire flows produced similar results for the
MAE, NSE, and RMSE objective functions, with the % Error objective function tending to underpredict either the
number of channel or basin exceedances.

3.4. Long‐Term Compound Hazard Predictions With Calibrated Model

Following calibration and validation, PF2HazMo offers a platform to study future changes in risks from factors
such as changes in wildfire frequency and intensity, changes in precipitation, and changes in infrastructure design
and maintenance. As an illustration, we used PF2HazMo to simulate the number of channel exceedances over
100 years for Leach and McVicker watersheds under both a “present fire regime” scenario and a “future fire
regime” scenario in which the fire frequency is increased. We used the model parameters in Table 3, selecting the
NSE/RMSE estimate for the ct parameter since it resulted in the best overall fit between simulated and observed
peak bulked flows, number of infrastructure exceedances, and timing of overtopping events (Sections 3.2 and
3.3). The present fire regime scenario was defined by a mean fire recurrence interval of 40 years, which represents
the average period between wildfires under the presumed historical fire regime, spatially averaged across the area
of the study watersheds (LANDFIRE, 2014). The future fire regime, characterized by a fire recurrence interval of
20 years, was based on a projection from California's Fourth Climate Change Assessment that under a high
emissions scenario (Representative Concentration Pathway 8.5) by 2100, the frequency of large fires would
increase by nearly 50% (Bedsworth et al., 2018). The 100‐year precipitation time series used to force the model
was stochastically generated using the MCMC rainfall simulator described in Jong‐Levinger et al. (2022).

Figure 6. Observed (light blue points), gage‐data calibrated (gray), and
frequency‐curve calibrated (dark blue) peak bulked flow distributions for
Coldwater watershed during 2018–2019 wet season. Simulation results for
different calibration methods are compared, where mean absolute error
(MAE)/Nash‐Sutcliffe efficiency (NSE)/root mean squared error (RMSE)/%
Error refer to the error metric used to calibrate ct to observed peak flows and
“Frequency” refers to estimating ct using regional precipitation and
discharge frequency estimates. Numbers indicate median values. Sample
size for observed peak flows is n = 4; sample size for each simulation trial is
n = 12,000.
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A comparison of the number of channel exceedances per century under present and future fire regimes for Leach
watershed is shown in Figure 8. The Leach flood channel has a design capacity capable of conveying a roughly
50‐year flood based on the discharge‐frequency curve for the watershed; this means that the median number of
floods per century under present conditions estimated by PF2HazMo, five, represents three more exceedances
than would be expected by ignoring post‐fire sediment fluxes and their impact on infrastructure clogging. Under

Figure 7. Simulated number of flood channel and debris basin exceedances for each calibration method (gray distributions)
with observed number of exceedances shown as blue points for (a) Leach watershed and (b) McVicker watershed.
Exceedance probability refers to the daily infrastructure exceedance probability during a given wet season, defined from 1
November to 31 March.

Figure 8. Estimated number of flood channel overtopping events per century under historical (40‐year) and projected future
(20‐year) fire recurrence intervals for Leach watershed. Numbers indicate median values. Simulation results for McVicker
watershed estimated zero flood channel overtopping events for both scenarios. Y‐axis was log transformed.
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future conditions, PFHazMo estimates a median of seven channel exceedances per century, or a roughly 14‐year
flood return period. To put these flood frequencies into perspective, we define a “hazard amplification factor,”

AF = Tp/Tc = pc/pp (12)

which represents a ratio of the return period of channel exceedances for the marginal hazard (precipitation in the
absence of wildfire) to that of the compound hazard (considering both wildfire and precipitation as hazard
drivers). The amplification factor for Leach watershed under the present fire regime is 2.5, while that under the
future fire regime is 3.6, highlighting the importance of considering the probability of post‐fire bulked flows when
designing flood control infrastructure. Lastly, turning attention to the shape of the distributions in Figure 8, the
tails are quite long and narrow, especially for the present hazards distribution, indicating it is possible that much
greater flood frequencies than the median could be observed, though the probability is small. Notably, the density
of the present distribution is more concentrated about its minimum value of five than is the future distribution,
indicating a future shift toward a greater likelihood of increased flood frequencies.

In contrast to the hazard estimates for Leach watershed, for McVicker watershed, zero floods per century were
predicted for both the present and future fire regime scenarios. The design flood channel capacity for McVicker
watershed that we estimated using 2D flood inundation modeling is 52.5 cm (1,854 cfs). Based on the discharge‐
frequency curve for this watershed (USGS, 2019b), the capacity of the flood channel is greater than even the
magnitude of a 500‐year flood (30.9 cm or 1,090 cfs). Thus, in this case the concrete‐lined flood channel provides
a level of protection against floods that can handle the projected compound flood hazards under the future fire
regime.

4. Discussion
4.1. Model Applications

The preceding results indicate that different calibration methods are suited to different project goals. For example,
the Frequency calibration method appears to work better for simulating higher magnitude peak flow events with
longer return periods. To this point, comparing the discharge‐frequency curves produced from HEC‐HMS
simulations to the discharge frequency estimates from StreamStats used to calibrate them reveals a better fit
for events with a 25‐year return period or longer (Figure S3 in Supporting Information S1). Thus, the Frequency
method may be best suited for applications for which more conservative peak flow estimates over longer time
horizons are needed, such as the design of debris basins or flood channels downstream of watersheds that burn
frequently or are known to produce high sediment yields. This calibration method may also be the best option
available if the watershed of interest is ungauged and no nearby streamflow records exist.

On the other hand, if sufficient streamflow records are available, we have demonstrated that PF2HazMo can be
calibrated based on these observations and an appropriate range for the post‐fire bulking factor to accurately
simulate channel exceedances. During the critical period just after a wildfire yet before the start of the wet season,
the simulation framework can be used to forecast the number of infrastructure exceedances over the course of the
wet season to direct resources to infrastructure maintenance and capacity enhancement efforts or identify
infrastructure systems with low levels of protection for emergency planning purposes. By calibrating a HEC‐
HMS model to pre‐fire streamflow using the curve number parameter and subsequently updating the curve
number and lag time with satellite‐derived burn severity data following Livingston et al. (2005), a range of
bulking factors that reflects the burned watershed can be estimated. Since the lumped model and curve number
approaches are relatively simple to implement and the required data is publicly available (from land cover, soil
property, and topographic databases managed by government agencies), the bulking factor range can be estimated
for a given watershed within a matter of days. This post‐fire bulking range is then randomly sampled from to
quantify the uncertainty regarding post‐fire infrastructure exceedance probabilities and provide flood risk
managers with a range of potential infrastructure exceedances and bulked flows to plan around. Based on the
results presented in Section 3.2, we recommend using NSE/RMSE or MAE as the objective function for cali-
brating the ct parameter, as % error produces estimates that underpredict exceedances.
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4.2. Comparison to Other Studies of Post‐Fire Streamflow and Erosion

By conducting sensitivity and error analyses we identified that the model parameters that have the greatest in-
fluence on model response are the runoff response, ct, the post‐fire bulking factor, k1, the time to peak, tp, and the
flood channel design capacity, Ddes

c . The runoff coefficient and time to peak parameters represent the influence of
land cover and precipitation intensity/storm duration on peak flows, while the post‐fire bulking factor and its
decay over time implicitly are estimated using data on watershed morphology (e.g., slope, relief, length of longest
flow path), the time since the most recent fire, watershed area burned at moderate to high severity, and soil
properties–factors that have all been identified as important drivers of post‐fire hydrologic response (Gartner
et al., 2014; Gatwood et al., 2000; Kampf et al., 2020; Kinoshita et al., 2014; Pelletier & Orem, 2014; Saxe
et al., 2018; Wagenbrenner & Robichaud, 2014; Wilder et al., 2021). Our analysis both underscores the
importance of these variables and calls attention to the influence of the capacity of the flood channel downstream
of the burned watershed on post‐fire flood hazards.

Calibrating the model to observed post‐fire peak flows produced a range of simulated peak flows that ranged from
∼1–60 cm with median estimates that differed based on the calibration method and objective function used
(Figure 6). The observed peak flows (median = 6.24 cm) for Coldwater watershed had a return period of less than
25 years based on its discharge‐frequency curve (Figure S3 in Supporting Information S1), but estimates from the
California Geological Survey (CGS) for the peak flow during the 6 December 2018 storm were 34 (±17) cm,
which is roughly a 50‐year event. These estimates represent the clear‐water equivalent flows needed to generate
peak flow conditions observed in the field and were developed through either direct measurement of flow velocity
and cross‐sectional area or slope‐area back‐calculation using the Manning Equation and the broad‐crested weir
formula. The CGS estimates are much better aligned with the simulated distribution of peak flows produced using
the Frequency method than with the streamgage data for Coldwater watershed (Figure 6); they were provided to
the authors in a memorandum from CGS that has been included in the data repository that accompanies this study
(Swanson & Lindsay, 2024). Additionally, Wilder et al. (2021) simulated post‐fire streamflow for watersheds
burned by the Holy Fire in the Santa Ana Mountains, including Coldwater, using a five‐parameter Random Forest
model; their estimates for the 13 watersheds in that region were on the same order of magnitude as our estimates
using the Frequency method and those of the CGS. While it is possible that the streamgage used in this study had a
negative bias, after calibrating PF2HazMo to the observed streamflow the number of flood channel overtopping
events was accurately predicted, with most simulations overpredicting the number of basin overtopping events.
This discrepancy between measured and estimated post‐fire peak flows highlights the need for more post‐fire
streamgage data.

4.3. Model Assumptions and Limitations

PF2HazMo is designed to be applied at the watershed scale to capture cycles of wildfire and precipitation over
multiple decades to quantify post‐fire flood risk due to infrastructure overtopping; thus, certain assumptions
were made when formulating the model. First, site‐specific variability in sediment yields is captured by
randomly sampling post‐fire bulking factor values within a range constrained by post‐fire erosion simulations.
That is, each time a fire is simulated to occur, a post‐fire bulking factor is selected randomly from a uniform
distribution of values between the minimum and maximum post‐fire bulking factor, estimated for a given site
using an erosion model. This Monte Carlo sampling method entails that the model does not enforce an absolute
limit on sediment supply, though post‐fire sediment fluxes from the watershed are constrained by a lower limit
determined by factors such as site‐specific vegetation cover and watershed slope. Studies have found that
sediment supply can limit the occurrence of post‐fire debris flows in steep, bedrock‐dominated landscapes,
especially when multiple runoff events occur during the same wet season (e.g., DiBiase & Lamb, 2020;
Guilinger et al., 2020; Palucis et al., 2021); thus, when applying the model to watersheds with these geomorphic
characteristics, one can expect that sediment yields and the likelihood of infrastructure overtopping would be
somewhat overestimated. Since the model is intended to estimate flood risk over multiple decades rather than
over a single wet season, a timescale at which sediment supply changes are more noticeable and relevant, the
authors feel that the lack of an absolute limit on sediment supply is an appropriate assumption. If flood risk
estimates over shorter simulation durations are desired, future model versions could constrain sediment
availability using site‐specific data on long‐term erosion rates, geology (e.g., bedrock‐dominated or soil‐
mantled landscapes), and dominant erosion types.
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Second, while the bulking factor parameter is used to represent different types of sediment‐laden flows to the
extent that they transport different sediment loads, PF2HazMo does not use process‐based models to resolve the
physics of sediment‐laden flows. Since the goal of the model is to quantify the filling of protective infrastructure
with sediment during post‐fire storms over time, mass balance equations are used to track the flow of sediment
from the watershed outlet to the debris basin to the flood channel. We assume that different types of sediment‐
laden flow can occur in a given watershed based on precipitation rates and the specific range of bulking factors
estimated with erosion modeling for each site. For example, we consider hyperconcentrated flows to have
sediment concentrations by volume of 20%–40% and debris flows to have sediment concentrations of 50%–65%,
which are represented by bulking factor ranges of 1.25–1.67 and 2.00–2.86, respectively. The approach that
PF2HazMo employs to estimate post‐fire peak flow is to take the peak clear‐water flow and increase it based on
the stochastically sampled bulking factor rather than calculating this increase by accounting for the complex,
fundamental changes in flow dynamics involved in post‐fire debris flows, such as channel erosion. Substantial
work has been done to develop physically based, single‐phase (i.e., rheologically based) or two‐phase models of
sediment‐laden flows (George & Iverson, 2014; Iverson, 1997; Liu & Huang, 2006; Mikoš & Bezak, 2021;
O'Brien et al., 1993), which we consider to be complementary to the perspective of post‐fire flood hazards
provided by PF2HazMo.

Third, the application of PF2HazMo in this study employs two hydrologic models: the Rational Method, which is
used to calculate peak clear‐water runoff at the watershed outlet (before considering the proportion of the flow
that is sediment), and HEC‐HMS, which is used to estimate the range of post‐fire bulking factors through a
combination of hydrologic and erosion modeling (USACE, 2022). The Rational Method assumes peak flows
scale with watershed area and that rainfall intensity is constant during a given storm; thus, simulated sediment
yields and peak discharges scale with area, which may lead to inaccuracies when applied to large watersheds, and
the effects of time‐varying rainfall intensity are not captured. Uncertainties in post‐fire bulking factor estimates
stem from the assumptions of the hydrologic and erosion models selected for implementation in HEC‐HMS,
which are discussed in detail in Section 2.3.3. Lastly, it is important to note that even while the watershed is in the
“post‐fire” condition, that is, while the watershed hydrology is still affected by a wildfire, the model does not
increase the peak clear‐water discharge relative to the “pre‐fire” condition. In this version of PF2HazMo, any
increase in peak flow from the pre‐fire to post‐fire state is quantified by the bulking factor.

The methods for estimating model parameters and the stochastic hazard framework described herein will not
perform well in all applications. The post‐fire bulking factor range estimated for Coldwater watershed was 1.001–
1.01, which is essentially no different than the baseline bulking factor value (Table 3). While the bulking factors
estimated for McVicker and Leach included those representative of hyperconcentrated flow, those estimated for
Coldwater did not; one potential reason for this is that the drainage area for Coldwater was large enough to fall
into a different area class than that of McVicker and Leach, resulting in the use of LA Debris Method Equation 2
within HEC‐HMS to estimate sediment loads (Equation 4 in this paper). This empirical model weights drainage
area much less than does LA Debris Method Equation 1 (Equation 3 in this paper), used to estimate sediment
loads for McVicker and Leach, and since the drainage area for Coldwater was on the lower end of the range of
areas for which the regression equation was developed (11 km2 vs. 7.8–26 km2), this likely led to an underes-
timate in the post‐fire bulking factor range. Previous studies of post‐fire sediment yields find that unit‐area
sediment yields for watersheds with drainage areas similar to those of the study watersheds decrease as
drainage area increases, so this result could be due to the larger watershed area of Coldwater than Leach or
McVicker (Gatwood et al., 2000; Pelletier & Orem, 2014; Wagenbrenner & Robichaud, 2014).

Other erosion models implemented in HEC‐HMS were tested, including the USGS Emergency Assessment and
Long‐Term Debris Models, but these also resulted in bulking factors close to 1. Another possibility was that
Coldwater watershed simply did not experience much erosion during the first wet season following the Holy Fire:
this idea is supported by an estimate from the CGS that sediment concentrations in runoff from Coldwater were
roughly 5%–10% based on an analysis of runoff images from a storm event on 29 November 2018 and field
observations following the storm (Swanson & Lindsay, 2024). The lower threshold for hyperconcentrated flow is
often considered to be a sediment concentration of 20%, so while the CGS estimates are greater than the estimates
we produced using the LA Debris Method Equations in HEC‐HMS, they are still typical of normal streamflow.
Post‐fire erosion estimates produced from the differencing of DEMs derived from airborne Lidar show that
among 10 other watersheds burned by the Holy Fire, Coldwater produced relatively low estimates; however, these
same estimates indicate that McVicker produced similarly low erosion levels and yet we estimated substantially
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higher bulking factors for McVicker watershed (Guilinger et al., 2023). Without sediment concentration data it is
difficult to know whether the low bulking factor range estimated for Coldwater was realistic, but modelers
interested in post‐fire erosion modeling with HEC‐HMS should note that lower bulking factor estimates for larger
watersheds are possible.

In general, it is important to acknowledge the uncertainty associated with the post‐fire bulking factor estimates in
this study: any inaccuracies inherent in the land cover, soil properties, burn severity, precipitation frequency, or
watershed morphology data used to estimate the end‐members of the post‐fire bulking factor range will carry over
into the sediment yield estimates produced by the model. An additional source of uncertainty is the choice to use a
uniform distribution when random sampling from the post‐fire bulking factor range—a so‐called “uniform
prior”—based on the lack of evidence for a more accurate parameter distribution. That said, the model is designed
to quantify the uncertainty in the post‐fire bulking factor parameter by defining a range from which to sample
stochastically. This means there is a systematic way to improve model accuracy over time, in that as additional
observations and/or better models of post‐fire sediment yields become available, uncertainties in the parameter
estimates and the shape of the parameter distribution will decrease. Since our sensitivity analysis showed the
model is indeed sensitive to the post‐fire bulking factor (Figure 5), we note that to obtain the best model results, it
is important to constrain uncertainties in the post‐fire bulking factor estimates as much as possible. A comparison
of box‐and‐whisker plots of the post‐fire bulking factor estimates for each of the study watersheds is shown in
Figure S5 in Supporting Information S1.

The present study was limited in scope to the first wet season following fire due to the lack of a longer data set.
The infrastructure overtopping observations used to validate the model were only available for two burned
watersheds for a single post‐fire wet season, which limited both the temporal and spatial scope of the study. While
the range of post‐fire bulking factors in this study was based on data from the first wet season following the fire,
actual sediment concentrations will vary based on the sediment supply, the intensity of subsequent precipitation
events, and the recovery of vegetation, which is dependent on climatic factors such as drought (e.g., Hope
et al., 2007; Wilder & Kinoshita, 2022). Since the hazard estimates are based on the wet season immediately
following the fire and an A‐T factor of 1 for the LA Debris Method (representative of the San Gabriel Mountains,
which tend to produce higher sediment yields than do the Santa Ana Mountains), they can be considered a “worst
case scenario” estimate of post‐fire flood hazards. Evaluation of model predictions against longer post‐fire
streamflow and infrastructure overtopping time series is needed to better assess how the model performs in
the years following the first post‐fire wet season.

Finally, we note that the impact of short‐duration, high‐intensity rainfall on peak bulked flows is not resolved well
by the model due to the use of a daily timestep. Short‐duration, high‐intensity rainfall has been shown to be
important for generating post‐fire debris flows and hyperconcentrated flows as well as generating watershed‐scale
erosion (e.g., Kampf et al., 2016, 2020; Staley et al., 2013, 2017; Wagenbrenner & Robichaud, 2014). We aimed
to partly address this by using a 6‐hr storm when selecting the precipitation frequency estimates used to calibrate
the ct parameter (Frequency calibration method), but we acknowledge this is an indirect way of incorporating the
impact of high‐intensity precipitation. Additionally, we note that “future” projections of post‐fire floods were
forced with a daily rainfall time series that has the statistical properties of the long‐term precipitation gauge record
with which it was parameterized and does not reflect non‐stationary trends such as an increased frequency of high‐
intensity events (see Jong‐Levinger et al. (2022)). Increased temporal resolution to resolve the effects of high‐
intensity storm events as well as a modified precipitation probability distribution that reflects the projected ef-
fects of climate change on the regional precipitation regime are features of the stochastic modeling framework
that are being considered for future work.

5. Conclusion
PF2HazMo is a stochastic hazard estimation framework that can be calibrated and parameterized with publicly
available data to estimate post‐fire bulked flows and flood control infrastructure overtopping events over a range
of timescales, from a single wet season to multiple decades. The present study delineates methods for calibrating
the model, whether or not site‐specific streamflow data is available, and compares model performance across a
range of objective functions used for calibration. An appropriate calibration method should be chosen based on
the objective of the modeling effort; then reasonable estimates of bulked flows and the likelihood of infrastructure
overtopping can be used to inform infrastructure design and maintenance approaches, emergency planning
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strategies, and risk communication efforts. Following model calibration, we show that the expected number of
overtopping events per century downstream of the Leach watershed in Riverside County increases by 40% as a
result of a 50% increase in the frequency of wildfire events. Using the parameter estimation and calibration
methods developed by this work, the model may be applied to multiple watersheds across a region to quickly
obtain a first‐order estimate of the spatial distribution of post‐fire flood risk and inform flood management
strategies through stakeholder engagement. The modeling framework can also be used to identify areas that would
benefit from the construction of new flood control infrastructure or from the expansion of the capacity of existing
infrastructure.

Data Availability Statement
The data and model scripts associated with this manuscript have been made available in the open repository
DRYAD (Jong‐Levinger, 2024). The topographic data used to estimate watershed morphology are publicly
available via the USGS National Map Data Viewer and Downloader (USGS, 2019a). The land cover data used to
estimate the curve number are publicly available at the Multi‐Resolution Land Characteristics (MRLC) Con-
sortium (Dewitz, 2021). The soil properties data used to estimate the curve number are publicly available at the
Web Soil Survey (Soil Survey Staff, 2023). The spatially distributed precipitation frequency estimates used to
estimate the runoff response parameter and post‐fire bulking factors are publicly available at the NOAA Atlas 14
Precipitation Frequency Data Server (Perica et al., 2011). The watershed‐scale discharge frequency estimates
used to estimate the runoff response parameter and post‐fire bulking factors are publicly available at the USGS
StreamStats website (USGS, 2019b). The vegetation indices used to estimate the recovery timescale are publicly
available via Google Earth Engine (Didan, 2021). The precipitation record used to develop the stochastic rainfall
model is publicly available from the Climate Data Online database (NOAA, n.d.).

Software Availability Statement: MATLAB was used to develop the model and to conduct the majority of the
statistical analysis of the observed data and the simulation results (MATLAB, 2022). HEC‐HMS version 4.10 was
used to estimate post‐fire bulking factors (USACE, 2022). R was used to generate boxplot visualizations and for
minor data analysis (R Core Team, 2022).
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