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“WRONG” SIDE INTERPOLATION BY POSITIVE
REAL RATIONAL FUNCTIONS

DANIEL ALPAY AND IZCHAK LEWKOWICZ

ABSTRACT. Using polynomial interpolation, along with structural
properties of the family of rational positive real functions, we here
show that a set of m nodes in the open left half of the complex
plane, can always be mapped to anywhere in the complex plane by
rational positive real functions whose degree is at most m. More-
over we introduce an easy-to-find parametrization in R?™*3 of a
large subset of these interpolating functions.

1. INTRODUCTION
Problem Formulation

A framework for many classical interpolation problems is as follows.
Given a set of distinct nodes

X={x1, ..., Tm}

and image points

Y={y, -, Yn}
(not necessarily distinct) and a family of functions F, find whether
there exist functions f € F so that

(1.1) y; = f(z;) =1, ..., m.

If yes, parameterize all of them, preferably within a degree bound.
There is a vast literature on the subject see e.g. [2]-[7], [10], [11],
[13], [15]-[19]. To simplify the discussion, we here focus on scalar real
rational functions. Thus degree simply means the maximum between
the degree of the numerator and of the denominator polynomials. The
polynomial (a.k.a. the Lagrange) interpolation is probably the best
known problem in this framework, see e.g. [9, Section 2.10], [15] (in
[16] it is attributed to [18]), for matrical version, see e.g. [12, Subsection
6.1.14]. For the case where F is the set of rational functions see [3] and
if in addition all functions in F are analytic in a disk, centered at the
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Key words and phrases. interpolation, positive real rational functions,
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2 D. ALPAY AND I. LEWKOWICZ

origin of C and of a prescribed radius, the problem was addressed in
[2].

We shall denote by C, (C,) the open (closed) right half plane (the
subscript stands for “right”). The family of functions F we here focus
on, is of positive real, i.e. analytically mapping the open right half
plane to its closure. Namely, a real rational function f(s) of a complex
variable s is said to be positive if

(1.2) Re(f(s)) >0 Vs e C, .

Interpolation problem with rational positive real functions can be fur-
ther classified by the domain the set of nodes X belongs to.

If the nodes x; are in C,., this amounts to the classical Nevanlinna-Pick
interpolation problem, see e.g. [4, Theorem 18.1] and for real functions
[19]. There, from the interpolation data one constructs the Pick matrix
whose 7, k element is given by

Yi + Yk
x;—i—mk

7y k=1, ..., m.

It is known that there exist interpolating functions if and only if the
Pick matrix is positive semi-definite. Moreover, all interpolating func-
tions may be parameterized through this Pick matrix. Recall that hav-
ing the Pick matrix positive semi-definite implies that each 2-dimensional
minor is non-negative, which in turn can be written as,

|z — @ i — uel? .
1.3 > m>7>k>1.
(13) Re(z;)Re(xr) =~ Re(y;)Re(yx)
This condition means that the map from the nodes z; , ... , z,, to
the image points y1 , ... , Ym, i contractive in C, in the sense of

Eq. (1.3). This illustrates the fact that the interpolation problem at
handeal WrongSidelnterpolation10aug2017:set.

If the nodes are confined to the imaginary axis, an interpolation scheme,
elegant in its simplicity, appeared in [20].

If the nodes z; are in C, (with possibly some of them on iR) the
problem is much harder, see e.g. [4, Chapter 21], [6], [7], [13] and [17].

If the interpolation data is in whole plane, provided that
(1.4) Re(z;)Re(y;) > 0 j=1, ..., m,

one can still resort to the classical Nevanlinna-Pick interpolation scheme:
First, complete the data set so that if x, y is an interpolation pair, then
so is —x, —y. Then, from this extended data, take the m nodes which
are in C,., construct the the corresponding Pick matrix and proceed as
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usual. Finally, use the fact (see [19]) that whenever the Pick matrix
is positive semi-definite, among the interpolation functions there exists
some function with odd symmetry, i.e. f(s) = —f(—s) (a.k.a. Foster
or lossless functions, see e.g. [5], [8], [19]). If instead of the left and
right half planes, C is partitioned to the unit disk and its exterior, a
similar idea is presented in [2, Section 5].

In this work we focus on the case where the nodes x1, ... , x,, are
all in C; (the open left half plane). We parameterize a large subset
of rational positive real interpolating functions whose degree is less or
equal to m. In particular, it is shown that this set is never empty.

A key idea is the following: We construct two rational functions sharing
the same denominator: (i) an interpolating function p(s) (not necessar-
ily positive real) and (ii) a strictly positive real rational function a(s)
vanishing at the nodes. Thus, for all » € R the parametric rational
function

(1.5) f(s) = p(s) +ra(s),

is interpolating. Moreover, for r “sufficiently large”, f(s) turns to be
positive real.

Interestingly, we can mention two ideas conceptually similar to those
in the current work, which have appeared within completely different
interpolation frameworks: (i) The fact that for interpolation by low
degree rational functions, one should separately treat numerators and
denominators, appeared in the context of Schur functions in [11, The-
orems 1, 2]. (i) In [1] we have used Eq. (1.5) for interpolation by
structured matrix-valued polynomials. For example, where p(s) was
an interpolating polynomial which on ¢R, attained Hermitian values,
while the polynomial A(s), vanishing at the nodes, was positive definite
on iR, see [1, Eq. (1.6)].

In Section II we present a four steps interpolation procedure:
In Step 1 we parameterize all candidates for denominator polynomials

of the sought interpolating functions. Namely, all real polynomials, of
degree of at most m, non-vanishing at the nodes.

In Step 2, to each of these denominator polynomials we match a numer-
ator to obtain p(s), a rational interpolating function (not necessarily
positive real).

In Step 3, we construct a(s) strictly positive real rational functions,
vanishing at the nodes. We now restrict the denominators of p(s), the



4 D. ALPAY AND I. LEWKOWICZ

rational functions from Step 2 to the subset of the resulting denimina-
tors of A(s).

In Step 4 to each of the resulting interpolating function p(s), we add
ra(s), a weighted version of the strictly positive real rational functions,
vanishing at the nodes (which shares the same denominar). Thus, f(s)
in Eq. (1.5) is an interpolating function, of degree of at most m for all
r € R. Furthermore, for r “sufficiently large” it is positive real.

A closer scrutiny reveals that all interpolating, positive real rational
functions obtained, are so that the degree of the denominator is larger
or equal to the degree of the numerator.

We complete our the description of positive real interpolating functions
as follows: We repeat the previous steps by constructing positive real
interpolating functions from the original nodes z; but to' y— Finally,

as the sought solution, we take the reciprocal of these functions.

In Section IIT we illustrate the above procedure by detailed examples
and add concluding remarks.

2. A RECIPE

2.1. Step 1: Constructing all real monic polynomials, of de-
grees m and m — 1, non-vanishing at the nodes. We first recall
several basic facts concerning polynomial (a.k.a. Lagrange) interpola-
tion, see e.g. [9, Section 2.10], [12, Subsection 6.1.14], [15], [16], [18].
Given a set of distinct points in C,

X =A{z1, ..., Tm}

We shall denote by 7(s) the monic polynomial of the smallest degree
vanishing at X,

(2.1) H s — ;).

Next, denote by ¢1(s), ... , ¢n(s) the monic divisors of 7(s) of degree
m — 1, i.e.
(2.2) ;(s) = (s —ax) j=1, ..., m
k;J
Given a set of (not necessarily distinct) points in C,
Y:{y17 DR ym}

! Assuming that y; #0forall j=1, ..., m.
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The unique polynomial J(s) of degree of at most m — 1, interpolating
between X and Y, is given by,

As already mentioned, in the sequel, we shall call X, interpolating
nodes, Y 1mage points, and relate to the pair XY as interpolation
data.

From the above it follows that {¢1, ... , ¢} in (2.2) form a basis to
the space P,,_; of all complex polynomials of degree of at most m — 1,
while {¢1, ... , &m,n} form a basis to the space P,, of all complex
polynomials of degree of at most m.

We thus arrive at the following classical conclusion.

Proposition 2.1. Any polynomial a?(s) of degree of at most m can be
written as

m

d(s) = bn(s) + chqu(s) bci, ..., cm € C.

j=1

Moreover, d(s) does not vanish on X, if and only if
Cj 7é 0 V. 4 , M,

and d € P,,_1, if and only if, b = 0.

From now on we shall focus on real polynomials and real rational func-
tions. To this end, if necessary, the original set of nodes X is comple-
mented so it is closed under complex conjugation. Namely,

(2.3) Im(z;) >0 = zj,1 =72} .

Note that then in Eq. (2.1) the resulting n(s) is real. Now, to render
d(s) real we shall write it as,

(2.4)  d(s) =bn(s)+ Z cjo;(s) veR

Im(xj)>0 0# Cj+1:c;f
Im(z;)=0 0# c;eR.

Note that in particular, d(s) may have multiple roots.

Without loss of generality, we shall find it convenient to distinguish
in Eq. (2.4) between the cases b = 0, b # 0 (see Proposition 2.10
below). Furthermore to ease the distinction, we differently denote the
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coefficients? of the polynomials for b = 0 and b # 0, i.e.

d(s) =de),, =300

7j=1

di(s) = d(s),,,, =bn(s)+ 3 c;o5(s).

]=

—_

We now can state the following.

Proposition 2.2. For distinct nodes x1, ... , x,, € C, closed under
complex conjugation, let n(s) and ¢1(s), ... , ¢m(s) be asin FEgs. (2.1)
and (2.2), respectively. Let also vy, ... , Ym and ci, ... , ¢ along

with b € R, be all non-zero parameters as in Eq. (2.4).

The set of all real polynomials of degree, of at most m, with no roots
at these nodes, can be parametrized by two families,

As) = L) deg (d(s)) = m—1
(2.5) " .
di(s) = bnls)+ 3 cx05(5) deg (di(s)) = m.

Up to this point we have mostly cited textbook material.

2.2. Step 2: (Not necessarily positive real) interpolating func-
tions with prescribed denominator. With each of the denomina-
tors in Eq. (2.5), do(s) and d, (s), we here match a numerator, denoted
by v,(s) and v;(s), respectively, to obtain a rational (not necessarily
positive real) interpolating function (from z; to y;).

Proposition 2.3. Let the interpolation data in Eq. (1.1) be closed un-
der complex conjugation®, where the nodes x1, ... , &, are distinct and

in C;. Let also the (non-zero) coefficients vy, ... , Ym and ci, ... , Cy
be as in Eq. (2.5).

Construct the polynomials (where ¢;(s) as in Eq. (2.2))

(2.6) Vo(s) = Z?Jﬂj¢j(5) n(s) = Zyjcj¢j<3) :

Im(z;)>0 0% vj41=>]
2Although as before, () 7=
Im(z;)=0 0# ~;€R.

3Namely, if Im(x); > 0 then z;1; = zj and yj41 = y;.
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Then, the rational functions,

™m

07 ) e L B g B
2.7) Pol(s) i= L2 = = pi(s) =22 = ———= )
do(#) 22 Vb5 (s) “l bn(s)+zlcj¢j(s)
J= =

(with 0 # b € R) interpolate between x; and y;.

This result follows directly from the definition of ¢;(s) in Eq. (2.2).

We next construct additional interpolating rational functions of degree
of at most m.

Lemma 2.4. Let n(s), dp(s), vk(s), and pi(s), (with k = 0,1) from
Egs. (2.1), (2.5), (2.6), and (2.7) respectively.

The set of all real rational functions of degree m, wvanishing at the
nodes is given by,

j=1
(2.8)
) ~1
. (s _ L
Al(s) = <77(S)) = (b‘i_]; s—Jx]->
with Y1, ..., Ym, b, c1, ..., ¢y all non-zero.

Using Ag(s), define the rational functions,

fo(s) = ]50(3) + Tvo(S)

(29) in: Y ¢;(s)+ron(s) ro€R parameter,
j=1

g: v 5 (s)
Jj=1
and

fi(s) = DPu(s) + i)

(2.10) f:l yjc;b;(s)+rin(s) r1ER parameter.
=

B bn(s)+_7zn:1cj¢j(s)
=
Then the following is true.
(i) For arbitrary 1,11 € R the functions f,(s) and fi(s) in
Eqgs. (2.9) (2.10) are of degree of at most m.
(i) For arbitrary r,,m1 € R the functions fo(s) and fi(s) in
Eqgs. (2.9) (2.10) interpolate from x1, ... |, Ty to Y1, -\ Ym.
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Proof : For convenience, throughout the proof, we omit the depen-
dence on k = 0,1 and simply write A(s), v(s), d(s) and f(s).

(i) Recall that by construction (see Egs. (2.1), (2.5) and Proposition
2.2) the polynomials 7(s) and d(s) are relatively prime. Recall also
(see Proposition 2.3) that

m = degree (n) > degree (v) = m — 1.
We thus have the following,

m = degree (A)
degree (1)
degree () + degree ()
degree (d) + max (degree () , degree (v))
degree (d) + degree (v+rn)
degree (%)
degree (7).

v IV Il

(¢) This is immediate from Proposition 2.3 along with the definitions
of A(s) and of f(s), see Egs. (2.8), (2.9) and (2.10), respectively. [

The rest of this section is depvoted to extracting out of the resulting
interpolating functions in Eqs. (2.9) and (2.10) positive real functions.
To this end we assume hereafter that nodes are in the open left half
plane, i.e.
T, .., T, €C.

We next devise a scheme based on the structure of interpolating func-
tions (see Corollary 2.6 below), of easily constructing large subsets of
positive real interpolating functions. This simplicity, comes on the ex-
pense of guranteeing finding all positive real interpolating functions.

2.3. Step 3: All positive real rational functions of degree m,
with prescribed denominator, and vanishing at the nodes. We
first recall well-known facts, which are fundamental to our construction.

Theorem 2.5. The following is true.

(i) For prescribed data, the family of interpolating rational func-
tions is convex.
(i1) The set of rational positive real functions forms a convex cone.

As a non-empty intersection of convex sets, is convex, one can conclude
the following.

Corollary 2.6. For prescribed data set, whenever not empty, the family
of rational positive real interpolating functions, is convex.
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We now resort to the following, see e.g. [8, Section 4.3], [14, Definition
6.4].

Definition 2.7. A rational function f(s) will be called Strictly Positive
Real if f(s —€) is positive real, for some € > 0.

The following well known properties will be useful in the sequel.

Theorem 2.8. (i) If a rational function f(s) is strictly positive real,
then

Re(f(s)) >0 Vs € C,

(ii) The set of positive real functions forms a Convex Invertible Cone.

Item (i) follows from Definition 2.7 and for item (ii) see [8, Proposition
4.1.1].

Whenever the functions in Eq. (2.8) are strictly positive real, the tilde
will be omitted and they will be denoted by a,(s) and a;(s). This is
addressed next.

Example 2.9. We next illustrate the fact that for any set of nodes in
C,, the open left-half plane, one can choose the coefficients vy, ... , v
and ¢, ..., ¢y, so that in Eq. (2.8) one obtains strictly positive real
functions, a,(s) and a;(s).

As the reasoning is identical, we show it only for ¢y, ... , ¢p,.

Specifically, if z; € R_ then —L- is strictly positive real for all ¢; € R, .
If z; € {C,\R_} (and from Eq (2.3) zj41 = ;) then taking ¢; 1 = ¢}
yields,

-1
(~Rete)+ G2 ) s + a2

(211) 9+ = 9Re(e)) | s +
S+ (—Re(zj) — 411"(;5;)(2;‘)(””.7')>

S—Tj S—Ij

Thus, choosing ¢; so that,

e( ) > \Im(c )Im(z )| > 0

7Re(z )
is sufficient to guarantee that the function in Eq. (2.11) is strictly

positive real. O

Motivated by the above example we can state the following.

Proposition 2.10. Out of the polynomials n(s), d,(s) and dyi(s) in
Eqgs. (2.1), (2.5) respectively, one can choose the coefficients ¢1 , ... | ¢,
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b and v, ..., Ym to construct all monic* polynomials,
do(s) = Zl%ﬁbj(é‘) 21%‘ =1 deg(do(s)) = m—1
j= j=
(2.12)
di(s) = n(s) + Zlchbj(s) deg (di(s)) = m,
]:

so that the rational functions from Eq. (2.8) are strictly positive real,
1.€.

j=1
(2.13) N
_ (a7 1 e 0
A1(s) = O = + > <7 .ocrrCy # 0.
j=1
Moreover:
The coefficients of do(8): Y1, -.. , Ym form a conver set (excluding
v; = 0) within a hyperplane in C™.
The coefficients of dyi(s): c1, ... , ¢m form a convex subset of C™

(excluding m hyperplanes ¢; = 0). This set is positively unbounded in
the sense that if in Fgs. (2.5), (2.13)

Cly «.. 5 Cpy
is an admissible set of parameters, then so is°
Cl+517--'acm+5m 5]20 j:]_,...7m,

Furthermore, the sets vy , ... , Ym and ¢1, ... , ¢, can be parame-
terized by a convex subset of R™ (excluding the azes).

Proof From Example 2.9 it follows that for arbitrary set of nodes,
this family of a(s) functions is not empty.

To simplify establishing structural properties, we begin by ignoring the
condition that neither vy, ... , 7, nor ¢y, ... , ¢, vanish.

By Corollary 2.6 the set of interpolating positive real rational functions
is convex ©.

4As in Egs. (2.9) (2.10) A(s) is scaled by 7, without loss of generality one can
take d(s) to be moinc.

5 provided that, to preserve complex conjugation, Cj+1 = ¢ implies §;41 = 0; .

We actually exploit the geometry of the set of interpolating functions. Toplogy
of interpolating functions is used in [10].
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Indeed, if ¢; , ... , ¢, and ¢, , ... , ¢, are two admissible sets in
Egs. (2.5), (2.13) then so is 6c; + (1 — )¢y, ..., 6Cy + (1 — )¢y, for
all 0 € [0, 1].

The fact that Z v; = 1 forms a hyper-plane in C™ is straightforward.

Next, to show that the set ¢y, ... , ¢, is positively unbounded, one
can resort again to the construction in Example 2.9.

m
Recall however that the restriction that [ ¢; # 0, implies that the set
j=1
of coefficients ¢y, ... , ¢, forms an almost convex cone, as it excludes
m hyper-planes, c¢; = 0.

Real coeflicients: Recall that in (2.5) the coeflicients c; are real or come
in complex conjugate pairs. Specifically if there are ¢ coefficients in the
upper half plane and m — 2q are real, they are described by a point in

R™. OJ
The above analysis suggests that in the coefficient space, it is enough to
find the boundary of the (almost convex) sets of admissible vy, ... , ym
and ¢, ..., Cp.

In the next step, we combine Propsitions 2.3 and 2.10 to construct
positive real interpolating functions of degree of at most m.

2.4. Step 4: Positive real interpolating functions. To extract
positive real functions, out of the set of interpolating functions f(s) in
Egs. (2.9) and (2.10), we focus on those whose deniminator is given by
Theorem 2.10. This is formalized next.

Lemma 2.11. Let n(s), di(s), vk(s), pr(s) and ag(s), (with k =0,1)
from Egs. (2.1), (2.5), (2.6), (2.7) cmd (2.8) respectively.
Define the rational functions,

fo(8) = po(8) + retro(s) = 228 + %%
<214> in:l Yjvi#5(s)+ron(s) ro€R parameter,
J=

52 755 (s)
Jj=1
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and
fl(S) = p1($> + rA(s) = 2153 -+ dn1((?)
(215) il yicibi(s)+rin(s) r1€R parameter.
=

b(s)+ 3 ;5 (s)
Jj=1

Then, fr(s) (and py(s)) are interpolating function with ag(s) strictly
positive real, vanishing at the nodes (all sharing the same denomina-
tor).

Furthermore, the quantities,

— inf —ge g"(s) — inf —RRe gl(s)
seC, M€ o(s) seC, € 1(s)

are well defined.

Proof : For convenience, throughout the proof, we omit the depen-
dence on k = 0,1 and simply write v(s), d(s) and f(s).

The construction in Proposition 2.10 guarantees that in Eq. (2.13)

A(s :LS)
(s) a0s)

is strictly positive real and thus by item (i) of Theorem 2.8

Rew >0 Vs e C, .
d(s)
Recalling that (i) the numerator 7(s) vanishes only at m points in
C;, see Eq. (2.1) and (ii) in addition degree(n) > degree(d) see Eq.
(2.5), in fact

Re®25>0 Vs e C, .
d(s)

Next, exploiting again the fact that a(s) is strictly _positive real, see
Theorem 2.8, implies that d(s) does not vanish in C,. We can thus
conclude that

inf Re p(s)

SE(CT R,e A(S)
is well defined, so the claim is established. l

So far we have described interpolating rational functions f(s) of degree
of at most m whose denominator is so that a(s) is strictly positive
real. To proceed with the construction, the idea is very simple, see Eq.
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(1.5) :
With the same n(s), d(s) and v(s) construct the rational functions
v(s) ,  n(s) v(s)  n(s)

d0s) +ra@ & fils) = a(5) —I—rb@

where r, and r, are real parameters. On the one hand, from Lemma

2.11 it follows that f,(s) and f,(s) interpolate between with same data.
On the other hand, Theorems 2.8 and 2.10 imply that,

ro >1m, = Re(fu(s))>Re(fo(s)) z;#s€C,.

fa<3) =

Next, recall that by Eq. (1.2) f(s) is positive real whenever,
Re(f(s)) >0 Vs e C, .
Thus, one can formally define Vs € C,,
r, = arg gé% Re (f,(s)) = arg glei% Re (po($) 4 ronn(s)) >0

(2.16)
r, = arg miﬁ Re (fi(s)) = arg miﬁ Re (p1(s) + r1a1(s)) > 0.
r1€ 1€

We next combine the above definition of r along with Lemma 2.11.

Proposition 2.12. Let the rational function fi(s) and the scalars
r, (with k =0,1) be as in Egs. (2.14), (2.15) and (2.16), respectively.
Then,

roi=— inf SePels)

. Re pi(s)
lnf Y AR Y
0 o2t Re Ag(s)

fl = _SE(Cr Re Ai(s)
and fr(s) is positive real if and only if 1y > 1) .

Proof : For simplicity, we omit both the dependence on s and the
subscript k. Using Egs. (2.14) (2.15) note that

Re (f) = Re (§+7"g> = Re (g) + rRe (g)

Now, f is positive real if and only if

Re(f)>0 Vs e C, .
Namely,
rRe (Z) > —Re (%) Vs e C, ,

in turn, using the fact that 7 is strictly positive real, see Theorem 2.10,
this means that

5 ZRe g Vs € C
r> S .o
Reg
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Hence, one can conclude that f in Eqgs. (2.14), (2.15) is positive real,
if and only if,

—Re % ) Re &

r > su = — inf d
B se(CIi Re g seC. Re g ’
and by Eq. (2.16), the proof is complete. O

Noting that deg(nx) = m — 1, for k = 0, 1, while deg(1)) = m together
with the fact that aj is strictly positive real, guarantees the following.

Observation 2.13. In Proposition 2.12,
to 2 O El Z O'

Note that from Egs. (2.14) and (2.15) it follows that for ry > 0,
with £ = 0,1 whenever there is no pole-zero cancelation, the degree
of the numerator of f,(s) or of fi(s) is m. Thus, all positive
real interpolating functions f(s) we have constructed are of degree at
most m, but under the restriction that the degree of the numerator is
greater or equal to the degree of the denominator. We next address the
complementary case where the degree of the denominator is greater or
equal to the degree of the numerator.

The basic idea is the following. Taking the original data, if one consid-
ers a function, say ¢(s), interpolating from zy, ... , @, to’ yil o yim,
then ﬁ solves the original problem, where we have relied on the fact
that the inverse of a positive real function, is positive real, see item (ii)

of Theorem 2.8.

We follow the previous steps (while adding hat to the respective func-
tions)

Theorem 2.14. Let the interpolation data® be as in Eq. (1.1), the
(non-zero) denominator coefficients v1, ... , Ym and ci1, ... , Cpm
be as in Fq. (2.5).

Construct the rational functions

Po(s) = o pr(s) =2 ,
;%Qﬁj(s) ;CJ¢J(S)

"Assuming y; #0
8 Assuming y; 7 0.
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(where ¢;(s) as in Eq. (2.2)) Then, for all 7,,71 € R, the rational
functions,

moo -1

) ) ) » 5 30, (9)+0n(s)
(217)  fols) = (Bols) +Toro(s)) ™ = | =

5 755 (s)
Jj=1

and
Mo 1
> ;;%(S)Jrﬁn(s')

(2.18) fl(s) = (ﬁl(s)‘i‘fml(s))_l = =
n(s)+ ;1 cjdj(s)

interpolate between x; and yi with j=1, ..., m.
J

Furthermore, the rational function fi(s) (with k = 0,1) in Egs.
(2.17), (2.18) is positive real if and only if 7y > 1) with

Poi= — inf Selels) bo(s)

o : Re p1(s)
7, := — inf
0 seC, Re Ao(s) =1

seC, Re A1(S) :

We have shown that f,(s) and fi(s) are positive real interpolating
functions of degree at most m, where the degree of the numerator is
larger or equal to the degree of the denominator.

Similar to the previos reasoning, one can conclude the following.
Observation 2.15. In Theorem 2.14,

>0 >0,

|=3>

o

3. EXAMPLES AND CONCLUDING REMARKS
The above recipe is illustrated through simple examples.

A. We start by illustrating the role of f,(s) vs. fo(s) in Eqs.
(2.14) and (2.17), respectively to obtain interpolating functions having
at s = oo either pole or zero.

(i) Find a minimal degree positive real function f(s) mapping
X1, ooy Ty € Citoyy =21, ..., Ym = T Clearly the sought solu-
tion is

J(s) = s.
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We now follow the above recipe and substitute in Eq. (2.14)

i Y;vi 95 (s) + ron(s)
f0<3) =

i V595(s)
7=1
i 27 05(s) + rom(s)
— i=1 — for Y; = Tj
> 95(s)
7j=1
RO PHCEEADID
f: e
7=1
S (54 25(m; = 1)) 6(s)
= — forr, =1
m 2%%(5)
=5 fory, =1

(ii) Find a minimal degree positive real function f(s) mapping zy, ...

to y; = xil, vy Ym = ﬁ Clearly the sought solution is

,meCl
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We now follow the above recipe and substitute in Eq. (2.17)

-1

= — for y; = %
PIRIE)
j=1
m 1
Y. (s +a(my; — 1)) ¢5(s)
j=1 .
- ™ forr, =1
m Zl’Yj%'(S)
]:
1
. or v = -

B. Parametrize all positive real rational functions, of degree of at
most two, so that

f(=1) = f(=3) =y,
where y1,y, € R are arbitrary.

First for reference, a direct computation reveals that all rational func-
tions, of degree of at most one, are given by

(a(By2—y1)+b(y1—y2))S + 3alyz—y1)+b(3y1—y2)

3.1 =
CRVEE AR
These functions are positive real whenever,
a >0
b >0
(3.2)

a3y —y1) +b(y1 —y2) >0

3a(y2 —y1) +b(3y1 —y2) > 0.

The conditions in Eq. (3.2) may be satisfied for all y;, y2 € R umless,
0>y = yo.

This implies that for y; = y, > 0 there is a zero degree positive real
interpolating function, see item (iii) below. For 0 > y; = ys, the
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positive real interpolating functions are of degree of at least two, see
item (vi) below. In all other cases, there exist positive real interpolating
functions of degree one and above.

We now follow the recipe from the previous section.
From Step 1

n(s)=(s+1)(s+3)=s"+4s+3
and

P1(s) =s+3  ¢afs) =s+1.
From Step 2, and using Eq. (2.5) yields
do(s) = s+~ v €10, 4]~ {1,3},
and
di(s) =8>+ s(d+c+c)+3+3c+ e

where ¢; and ¢y are such that 1 + - + ;—23 is strictly positive real.

s+1
For dy(s) the set of admissible parameters is convex and positively

unbounded? (excluding the axes ¢; = 0 and ¢, = 0), it is given by

—3(c1 + 1) §>a
(3.3) C2 > cica # 0.
NGRS
From Step 3
Vo(s) _  y(y=1) (=) ;| (1=3) (=D (y2—v1)
ie - e T e et e velo, 4~{1,3}
vi(s) (c1y1+e2y2)s+3c1y1+c
NOR AL o) 13 e e c1, ¢z from Eq. (3.3).

Now from Step 4
(v=3)(ry—1)
S+~

(B4) fols) =Tuls 4= 2) + 9G24 280 (1, 225m)

with v € [0, 4] ~ {1,3}, and with ¢, ¢, from Eq. (3.3),
(3.5) fi(s) = ns’ + <427”1 + 11 + C2y2)s + 3r1 + 3ciyn + oo |
24+ (441 +e)s+3+3c+ e

One can verify that taking r,, 7 “sufficiently large” renders f,(s),
fi1(s) positive real.

Next, assuming 31y, # 0 and vy € [0, 4] ~ {1, 3},

» 2y1y2(s+7)
(3.6) fols) = —— - -
2y1y2705° +(8y1y2o+(3—7)y1+(v—1)y2) s +6y1y270+(3—7)y1+3(v—1)y2

9From Proposition 2.10 it follows that in particular it contains the whole first
quadrant of the {cq, ¢;} plane
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FIGURE 1. ¢, ¢ for dil strictly positive real, Eq. (3.3).

and with ¢;, ¢ from Eq. (3.3),

s+ A+ +e)s+34+3a+ e
%+;—;)s+%+;—§+f1(s+l)(s+3)

(3.7) fils) = (

Again, taking 7,, 7 “sufficiently large” renders f,(s), fi(s) positive
real.

Here are five particular cases.

(i) Recall that in the Introduction we pointed out that if y;,yo € R_|
see Eq. (1.4), one can still try to resort to the classical Nevanlinna-Pick
interpolation, seeking positive real odd fuctions so that

D)=y ==y  f(=3)=y  fB)=—y.

Now, the solvability condition in Eq. (1.3) reads,

(3.8) 2, g,
Y1
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and the resulting positive real odd interpolating functions (of degree of
at most two) are

_ 8y1y2s
ga(s) T (y2—3y1)s2+3(y1—3y2)

gb(S) _ (y1*3y2)3284g3(y2*3y1).

We now show, that these positive real odd functions, are special cases
of the above recipe:
Indeed, assuming the condition in Eq. (3.8) is staisfied, from Eq. (3.5)

fl(3)| ay 124

1= 3y1—yz “2T y3—3y1

= ga(3)>

r1=0

and from Eq. (3.7)
f1(3)| = gs(s).

_. 4y 12y . _
1= 3y —y1 2T y-dug 170

To further emphasize that our approach is different, in the four follow-
ing special cases (ii), (iii) and (v), the condition in Eq. (3.8) is not
satisfied, so the classical Nevanlinna-Pick interpolation is not applica-

ble.

(ii) Take the special case where y; = 1 and yo = 3.

Clearly, f(s) = —s is a real, anti-positive, minimal degree, interpolat-
ing function. We next seek minimal degree positive real interpolating
functions.

Substituting these image points in  f,(s) in Eq. (3.4) yields the fol-
lowing positive real interpolating functions,

—3)(y—1
Fols) = 105+ (1o +1) (4 ot M) ye 0, 4~ {1,3}.
S+~
To guarantee minimal degree, further substitute r, = 0, to obtain
interpolating functions with zero at infinity,

(v=3)(v=1)

fo(s):4_’Y+ S+

€ [0, 4] ~ {1,3}.
Comparing with Egs. (3.1) and (3.2) reveals that in this case our
recipe yields all minimal degree (equals one) positive real interpolating
functions.

Similarly for f,(s) in Eq. (3.6)

f0(5> = 13— T

(33 +2552) s + 2 4 B2 4 ig(s 4+ 1)(s + 3)




“WRONG” SIDE INTERPOLATION 21

with v € [0, 4]~ {1,3}. As before, to single out interpolating functions
of degree one, we focus on cases where 7, = 0. However, then to
guarantee positive realness, the range of the parameter v needs to be
further restricted, i.e.

—1
P (3= (r=1) ,
fo(s) =3 (7 + —;;’Y ) v € [3, 4 N {1,3}.

Here, at infinity, the interpolating function has neither pole nor zero.

Finally note that comparison with Egs. (3.1) and (3.2) reveals that in
this case, the recipe produced all interpolating functions of degree one.

(iii) Take the special case where y; = yo > 0.
One can substitute in Eq. (3.4) r, =0 to obtain the minimal (=zero)
degree interpolating function f,(s) = y;.

Similarly, one can substitute in Eq. (3.6) 7,

= 0 to obtainn the
minimal (=zero) degree interpolating function f,(s) = y;.

(iv) Take the special case where 0 > y; = ys .
Recall that from Egs. (3.1) and (3.2) we know that there are no positive
real interpolating function of degree less than two.

To obtain interpolating functions use the recipe and substitute in Eq.
(3.4) to obtain,

fo(s) = + To

(s+3)(s +1) _ o e
st Lo =\ gk neflo DU, D)

Note that r, turns to be unbounded, as v approaches 4.

(v) Take the special case where y; = 2, yo = 0.

As before, substituting these image points in Egs. (3.1) and (3.2)
(with 2 = ) reveals that all minimal degree (equals one) positive real
interpolating functions are of the form'

(39) S5y =6 -1

Next, address the case where the interpolating function is so that the
degree of the denominator is strictly larger then the the degree of the
numerator. Now, recall that since the set of image points contains zero,
Theorem 2.14 cannot be used. Nevertheless, all required interpolating
functions are obtained.

37&7>1.

We start with a straightforward considerations: Since at x = —1, the
numerator is non-zero, but it vanishes at x = —3, it must be (at least) of

10gubstituting in Eq. (3.4) r, = 0, yields the subset of the interpolating functions
in Eq. (3.9), where 4 > 4
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degree one. Thus, the denominator is (at least) of degree two. Indeed,
to obtain all minimal degree interpolating functions of the required
nature, substitute in Eq. (3.5)

261 (S + 3)

ﬁ“nfﬂ:(&+n@+3y+q@+3y+@@+1>’
where adapting Eq.(3.3),

—3(c; +1) ¢ € (0, g]
0 ?é Coy >
_%(\/0_14‘2\/5)2 2 % .

C. In the previous item the interpolation nodes were real. We here
illustrate the fact that the recipe is identical for the non-real case, as-
suming the interpolation nodes are closed under complex conjugation.

Assume that the interpolation nodes are xy = —v + i and 9 = —y — 0
where v > 0 and 0 # 6 € R. Hence,

n(s) = (s +7)" +6°
We now construct the denominator polynomials.

Following Proposition 2.10 a degree one numerator polynomial d,(s)
is given by the condition that the following rational function is strictly
positive real,

n(s) ( 1+ig 14ig )‘1

do(s) s+y+id  s+y+1id
B (s +7)°+¢°
s+v+2860
82(1+4p2)
= s+7—-200+——mFT+,
V204 s
namely,
v > 2|p4].
Hence one arrives at the following parametrization,
do(s) = s+ 2v(1 —0) 6 el0, 1).

O

Concluding remarks

1. As already pointed out in Corollary 2.6, for arbitrary prescribed
data set in C, the family of all positive real interpolating functions is
convex (whenever not empty).
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In contrast, the set of rational functions of a degree of at most m is
a cone, but highly non-convex. In fact, the degree of a sum of two
rational functions is higher than the degree of each of the summands,
unless one of the denominators divides the other.

When the interpolation nodes are in C;, the open left half plane, we
here introduce an easy-to-compute parametrization of positive real in-
terpolating functions as a subset of R?*™3 see item 2 for details.

2. For arbitrary interpolating data set in Eq. (1.1), closed under
complex conjugation, with nodes in C;, a large subset of positive real
interpolating functions of degree of at most m may be conveniently
parametrized a union of convex subsets within R?™+3,

Indeed the coefficients in Eq. (2.12) are so that ¢;, ... , ¢, form a
positively unbounded convex subset of R, which in particular contains
R, excluding the axes (see e.g. Figure 1). Next, 71, ... , ¥p, form a

hyper-plane in R™!. Finally, each of the four parameters r,, r,, 7'
7y, lies in R,

07

3. Step 4 of the recipe relies on the fact that positive real rational
functions form a convex cone and that the set of interpolating functions
is convex. Steps 3 and 4 rely on the fact that the set of positive real
rational functions is closed under inversion.

4. The parametrization through f,(s), fi(s), f.(s), fi(s) is motivated
by simplicity. It is neither minimal, as the same interpolation function
may be obtained in more than one way, see e.g. Example B(iii), nor is it
comprehensive, as some of the minimal degree interpolating functions
may be missing, see e.g. Example B(v).

5. While the parametrization through f,(s), fi(s), fo(s), fl(s) is con-
venient, focusing on minimal degree interpolating functions involves
“fine tuning” of the parameters 7y, ... , Ym, C1, --- 5 Cm, To, T1,
7, and 71, see Examples A, B.
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