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ABSTRACT 
Automated Parsing of Flexible Molecular Systems using Principal Component Analysis and K-

Means Clustering Techniques  

by Matthew Jonathan Chukwunenye Nwerem 

 

Computational investigation of molecular structures and reactions of biological and 

pharmaceutical interests remains a grand scientific challenge due to the size and conformational 

flexibility of these systems. The work requires parsing and analyzing thousands of conformations 

in each molecular state for meaningful chemical information and subjecting the ensemble to 

costly quantum chemical calculations. The current status quo typically involves a manual process 

where the investigator must look at each conformation, separating each into structural families. 

This process is time-intensive and tedious, making this process infeasible in some cases, and 

limiting the ability of theoreticians to study these systems. However, the use of computational 

software allows for the necessary exhaustive investigation without the bottlenecks of a brute 

force approach to each flexible system.  

 

I aim to create the solution to this problem. In my thesis project, I seek to develop a Python 

software that will (i) automate the parsing of each conformation within a conformational 

ensemble, (ii) use principal component analysis (PCA) and clustering to find and investigate 

conformational families within the ensemble, (iii) separate and visualize conformational families 

in a user-friendly manner, and (iv) convey to the user how conformational families were 

delineated by way of features found within data. Results explored this work show that the 

program has the ability to separate conformational families with varying ranges of difficulty. 
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 1 Introduction 

1.1 What is Conformational Analysis? 

Conformational analysis is an area within chemistry that has taken time to evolve into what it is 

now. It first began in the 19th century with the development of structural theory1 by August 

Kekulé, an organic chemist known as the creator of the Kekulé structure of benzene. Kekulé and 

others pushed the idea of constitution, specifying which atoms were connected to the other. This 

idea led to the necessity of stereochemistry and configuration because molecules could have the 

same connectivity but different projections in space. Le Bel and Van’t Hoff were pioneers on this 

front, explaining that a molecule’s point in space coincides with its given optical activity2–4 

compared to its counterparts.  

The word “conformation,” defined as any one of the infinite numbers of possible spatial 

arrangements of atoms a molecule can have, began to be used in the early 1900s. Barton and 

Cookson spread the idea that although there was an infinite number of possible arrangements, 

only a few were energetically preferred5. They also explained that these less energetically 

preferred conformers could be isolated by lowering the temperature. The two English chemists 

gave reasons for the existence of preferred conformations, such as repulsive intramolecular 

interactions, and shed light on the importance of understanding a chemical structure past its 

initial conformer. They stated that a molecule’s preferred conformation, physical properties such 

as IR and UV absorption bands, chemical effects dominated by steric hindrance, and overall 

geometrical requirements of transition states could all be investigated deeper by conformational 

analysis5. 
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An example from this time that ratified Barton and Cookson’s statements on energetically 

preferred conformations was the conformational investigation of cyclohexane. Before its 

investigation, the distinction between the chair and boat cyclohexane conformations had little to 

no importance to chemists. However, Hassel investigated the molecule and found that the ‘chair’ 

conformation was considerably preferred to its ‘boat’ counterpart5,6. This was due to the large H-

H distances (2.5 Å) found in the conformer, a distance twice the van der Waals radius of 

hydrogen7. On the other hand, Boat conformers consistently had smaller H-H distances, resulting 

in a less energetically favorable conformation. At the time, this finding was crucial to the 

burgeoning steroid chemistry field because it began the relationship between single and fused 

ring conformational analysis and accentuated their similarities. Barton championed this, 

uncovering direct relationships between configuration and conformation for single rings and 

their steroid and steroid-like counterparts.8  For example, the steric hindrance trends found in the 

conformational analysis of cyclohexane derivatives remain for steroids, as does the preference of 

axial/equatorial location for substituents8. Analyses also gave credence to rearrangements in 

steroids that could release steric compression when forming products. Since steroids are fused 

rings, their conformation becomes fixed. Understanding the possible steric hindrances in one 

conformation allowed chemists to better predict the product in their reactions and increase the 

overall understanding of steric hindrance in molecules as a whole9.  

1.2 Modes of Performing Conformational Analysis 

Conformational analysis has been performed in a myriad of ways since its inception (Figure 1). 

These techniques are in two categories: experimental and computational. Conformational 

analysis began with experimental techniques, but as the exponential increase of computational 

power took place, many computational methods were created to substitute or expedite older 
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practices. Experimental approaches include gas-phase electron diffraction (GED), electronic 

circular dichroism (ECD), vibrational circular dichroism (VCD), and nuclear magnetic resonance 

(NMR). GED was the first powerful technique used in the 1960s to analyze conformers, most 

notably for cyclohexane6,10. GED’s downside at the time was the challenging interpretation of 

data11. This is because the initial data is an intensity curve consisting of damped sine-waves, 

where the position of each peak is determined by the length of the distance between each pair of 

atoms, rij, the width of the peak is determined by the root-mean-square vibrational amplitude, lij, 

and the area under the peak is approximately proportional to ZiZj/rij, where Z are atomic 

numbers12. This once challenging calculation and interpretation has since been aided with the 

help of computational hardware.  

ECD and VCD were also techniques used in the 1960s. Circular dichroism, which uses the 

difference between the absorption of left and right circularly polarized lights in molecules, can 

provide information on overall molecular stereochemistry, conformation, and configuration with 

high sensitivity13. CD has been used to investigate the conformation of larger moieties such as 

biomolecules14–16. NMR is widely accepted as one of the most used tools for analyzing small- 

and medium-sized organic molecules since its invention. Its use in carbohydrate chemistry in the 

1970s proved to be imperative to understand hexulose and hexulose derivatives17. NMR is a 

prime example of how improvements in technology have pushed the field of conformational 

analysis forward. Compared to when it was first introduced, NMR sensitivity has increased by 

more than four orders of magnitude18. This is a crucial factor that allows it to still be such a 

powerful tool many years after its creation. Its extreme sensitivity of chemical shifts and their 

subsequent conformational change, as well as its ability to use 1H, 13C, and other isotopes to 
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perform its analysis are just a few unique features that allow NMRs relevance to continue in a 

world of computational conformational analysis.  

 

Figure 1-1 Conformational Analysis Technique Timeline 

Computational techniques that can be used for conformational analysis include molecular 

mechanics (MM), Quantum Mechanics (QM), Machine Learning (ML), and Deep Learning 

(DL). The first MM-based conformational search approach began in the 1960s. At the time, it 

was a simpler and more efficient way to analyze small organic molecules. Additionally, as 

commercial PCs became less expensive, MM permitted researchers to conduct conformational 

analyses without the need of supercomputers. This allowed MM to dominate the late 20th 

century. The development of molecular biology and biophysics in the 1960s required a more 

powerful tool to analyze the conformational space of large systems. MM simulations solved the 

construction of 3D structures of macromolecules and predicted the pathways of protein folding 

and refinement of experimental structures19. MM also allowed for researchers to carry out 

conformational searches to find all low-energy conformers. Conformational searches work by 

rotating bonds within a molecule of interest, finding local minima. By repeating the rotations 

1930-50s

•Constructuion of first GED 
intstrument

•Theories behind CD begin 

• IIsidor Isaac Rabi  discovers NMR

• First NMR instrument released

1960s-80s

•Analysis using GED widely used

•Analysis using ECD and VCD 
widely used

•MM infancy

1980s-2000s

•Commercial NMR instruments 
sold to businesses

•Analysis using MM and DFT 
widely used

•Computational power begins to 
speed up analysis

•ML and AI rise begins

2000s-Now

•Analysis using ML and DL widely 
used
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throughout the molecule, conformations of varying energies are produced. The accuracy and 

speed at which MM can produce conformations of a molecule with a wide energy window are 

why it is one of the most useful tools for conformational analysis. However, MM for 

conformational analysis does have its shortcomings. One’s conformational search is only as good 

as the force field used. If a force field used does not encase the necessary accuracy one needs for 

the given atoms, the results will be subpar20,21, or not work at all. This is where QM improved on 

MM.  

QM can manage larger molecules at higher—albeit affordable—computational cost with higher 

accuracy and has evolved to be available in man high-performance servers and software. Overall, 

QM provided more reliable results than MM and could be used with more complex molecules 

resulting only in additional computational cost. QM has since been the gold standard in 

producing the accurate structures necessary for conformational analysis, as well as computed 

energies used to separate structures from each other. The library of methods and basis sets now 

at chemists’ disposal allow for extremely accurate optimizations that are curated based on the 

molecule in question and the researcher’s goal. ML and DL first began to see use in 

conformational analysis in the 1990s and started to take off in the 21st century. Of the many 

techniques available, neural networks, clustering, and dimensionality reduction applications are 

the most widely used. This is due in part because of the large amount of data necessary to 

complete accurate conformational analysis. Dimensionality reduction techniques such as 

principal component analysis (PCA) and t-distributed stochastic neighbor embedding (t-SNE) 

have both been used as a means of reducing the complexity and dimension of molecular data22,23, 

while clustering provides visual analysis explaining similarities found within groups and neural 

networks can predict similarities between structures. Compared to all other methods discussed, 
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ML and DL are the most accessible conformational analysis techniques, as all it takes is a 

computer equipped with Python.  

1.3 Current State of Conformational Analysis Field 

Conformational analysis continues to be one of the most challenging jobs chemists must do in 

order to understand and conduct chemistry-related research. For a chemist to explore a given 

molecule, one attempts to find all of its potential arrangements in three-dimensional space. This 

action ensures an exhaustive conformational analysis. In doing so, a multitude of conformations 

are created for the system of study. Making sense of each conformation is no simple feat. Side-

by-side visual comparisons of each conformation may help in the grouping structures, but 

differences between conformational families vary, and are easily missed even for the trained eye. 

Additionally, the more flexible the chemical system, the greater the number of conformations. 

Thus, the tougher it becomes to find distinguishing and meaningful structural and electronic 

features, and the more costly and tiresome the task at hand becomes. Computational approaches 

in conformational analysis can also suffer from the same problems. Size and flexibility of a 

system force algorithms to incorporate more data without any guarantee that its inclusion is 

important for accurate analysis. Thus, computational investigation of molecular structures and 

reactions of biological and pharmaceutical interests remain a grand scientific challenge due to 

these systems’ size and conformational flexibility. The investigation of these structures requires 

parsing and analyzing thousands of conformations in each molecular state for meaningful 

chemical information and subjecting the ensemble to costly quantum chemical calculations. The 

current status quo is a time-intensive and tedious process that is infeasible in some cases, limiting 

the ability of theoreticians to study these systems. 



 

7 

Since their initial uses in chemistry-related research, ML and DL look to solve grand scientific 

challenges at hand. Conformational analysis using ML techniques neural networks24–26, 

trees/forests27,28, clustering29,30, and principal component analysis31–34 (PCA) have been seen in 

literature. ML and DL have also been useful in other chemistry-related research, including 

investigations of drug design/catalysis35–39, activation energies40, and transition states41. ML’s 

ability to create automated and semi-automated data analysis methods creates compelling use 

cases, allowing chemists to produce more results than before. The speed at which these results 

are produced can be markedly faster than previous techniques42–44. In this work, clustering and 

PCA were used. 

1.4 My Goal in Conformational Analysis Field 

The aim was to develop code that will automate conformational analysis of flexible, chemical 

systems. In doing so, I created a methodology that answers how the code was going to 

successfully complete its objective. The first question answered was what was going to be 

extracted (data-wise) to complete the conformational analysis of ensembles. We knew that each 

in every structure, each atom had a specific three-dimensional (also known as XYZ- ) coordinate, 

and since every coordinate was known, we could calculate the distances, angles, and dihedrals 

between atoms.  

Once we knew what we wanted to extract/calculate, the next question was how we planned to 

stratify the conformational ensembles. We decided to use PCA and K-means clustering as a way 

to reduce dimensionality of data, stratify ensembles and classify conformational families.  As 

stated in section 1.3, PCA and clustering specifically have been utilized to conduct 

conformational analyses and classify conformational families found within structures with 
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success. PCA is a valuable ML tool that reduces the dimensionality of data while simultaneously 

minimizing information loss. It does this by creating principal components, linear combinations 

of the initial variables orthogonal to one another. Clustering is an unsupervised learning 

algorithm that finds structure or classification in unclassified data. In our case, K-means 

clustering’s goal is to create classified families by minimizing the variation within each cluster. 

Existing uses of PCA and clustering vary. Current PCA literature uses it to tease out molecular 

dynamics within large lipids33, large molecules33, or proteins34,45–47, and have not been used in a 

generalizable fashion. Additionally, there are no programs that are able to find conformational 

families within an ensemble of structures in a rapid and automated fashion. I would like to build 

on this existing work to create a generalizable program that uses PCA and clustering to classify 

conformational ensembles into their respective conformational families with speed and accuracy 

that is currently not seen in the field. 

 2 Methods 

For the program to work, it is imperative that the structures to be analyzed are of XYZ file type. 

The XYZ file format is a chemical file format that specifies the molecular geometry by giving 

each atom a location in three-dimensional space via Cartesian coordinates. The first line of the 

file gives the number of atoms, the second line is the name of the molecule, and the remaining 

lines describe the atomic coordinates for each atom. 

2.1 Software 
General hardware requirements include a computer that runs MacOS X 10.9+ or Windows with 

at least 512 MB of RAM. Software requirements include PyMOL, Python 3.0+ and all python 
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packages described in section 2.2. Users access the program through GitHub. They may 

download the files as a zip or clone the files if they have git commands downloaded on their 

computer. Downloading git commands are linked here. Once the program is downloaded, the 

user should open a terminal and change directories until within the software scripts. Python48 and 

Python-related packages49–52 were used to create the software. Users can run the python script 

with the command “python3 main.py” or “python main.py”. Directions regarding running the 

analysis are built into the program. Users can (1) use PCA to reduce the dimensionality of data 

and find all conformational families within  conformational searches, (2) print out explanations 

as to how conformational families were separated by way of most important features for each 

principal component, (3) separate structural files (ex. XYZ) by conformational family on 

computer filing system, and (4) visualize conformational families using PyMol53. 

2.1.1 Packages Used 
Packages Used Purpose Location 

os Interfacing with operating system pymol.py 

shutil Interfacing with operating system pymol.py 

subprocess Invoking PyMOL software open pymol.py 

sklearn.decomposition Principal component analysis pca.py 

NumPy Data structures and calculations pca.py, elements.py, 

xyz.py 

plotly.express Interactive plots pca.py 

pandas Data structures pca.py, xyz.py 

stat Interfacing with directory main.py 

Table 1 Python Packages Used 

2.1.2 PyMOL Integration 

PyMOL is a comprehensive molecular visualization software for rendering and animating 3D 

molecular structures. Integration of PyMOL consists of the user being able to interact and view 

the analyzed structures in real-time. A PyMOL session can be started after selecting the desired 

family to be visualized. Folders for each conformational family are found in the same directory 

https://github.com/mattnw1/Conformational_Analysis
https://git-scm.com/downloads
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as the original XYZ files. All features of PyMOL can be done on structures. Note: It is necessary 

to have PyMOL software already installed on a computer for integration to work correctly. To 

install PyMOL, download the installer to your computer via the PyMOL website. 

2.2 Algorithm 
The goal of this algorithm is to find and classify conformational families within a given set of 

structures using PCA and clustering. There are requirements for the algorithm to work. (1) The 

XYZ files must be structural isomers with the same chemical formula, and (2) The same atom 

across all isomers must be numbered identically (i.e., same atom ID). Each of these requirements 

ensure that the atom-to-atom standardized comparisons between conformers are occurring only. 

Major software such as Schrodinger Maestro satisfies the given criteria. Structures to be 

analyzed start as XYZ files in a folder.  

 

Figure 2-1 Example XYZ file 

These XYZ files are then parsed, creating a data frame consisting of cartesian coordinates for 

each atom on a column-by-column basis and each structure on a row-by-row basis. Files are 

parsed line-by-line in the program, creating element-specific objects for each atom read. 

Depending on the type of atom read, the atom object created has specific ranges for what it 

considers a bond or interaction. For example, a carbon object will accept 2.10 Å from another 

atom object as a bond, while a nitrogen object will not. Atomic distance min/max settings are 

https://pymol.org/2/#download
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described in Appendix B. Atom objects also include the atom number and cartesian coordinates. 

After each line in the XYZ file is read and creates its atom object, a data frame containing all 

atoms and their cartesian coordinates for every conformer read is created. 

 

Figure 2-2 Conformational Analysis Algorithm Flowchart 

The data frame can be manipulated to calculate all inter-atom distances, angles, and proper 

dihedrals. The result produces a data frame tailored to the user’s desire, with the ability of 

including the aforementioned chemically relevant calculations. 

 

Figure 2-3 Example Data Frame 

2.2.1 Inter-Atomic Calculation Functions 

Inter-atom distance calculations take the following form: 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑎,𝑏 = ∑√(𝑏 −  𝑎)2   
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Where a and b are the cartesian coordinate vectors of atoms in question. In the program, NumPy 

is used to store each cartesian coordinate vector via arrays and find the Euclidean distance via the 

norm function.  Angles are calculated in a similar manner: 

𝐴𝑛𝑔𝑙𝑒𝑎,𝑏,𝑐 = cos−1
(𝑏 − 𝑎) ∙ (𝑐 − 𝑏)

∑√(𝑏 −  𝑎)2  ∙ ∑√(𝑐 −  𝑏)2  
 

𝐴𝑛𝑔𝑙𝑒 (degrees)𝑎,𝑏,𝑐 = (𝐴𝑛𝑔𝑙𝑒𝑎,𝑏,𝑐)(
180°

𝜋
) 

Where a, b, and c are the cartesian coordinate vectors of each atom. In addition to its same 

responsibilities when calculating distances, NumPy is used to calculate the angles using an 

arccosine function. When calculating dihedrals, only proper dihedrals can be calculated. Proper 

dihedral angles are defined as the angle between ijk and jkl planes, where i, j, k and l are atoms in 

the molecule being investigated and atom i is covalently bonded to j, j is covalently bonded to k, 

and k is covalently bonded to l. Only proper dihedrals were calculated to optimize the algorithm 

to only calculate chemically relevant parameters. Proper dihedrals are also backed by the 

foundations of organic chemistry; if non-proper dihedrals were calculated, understanding their 

importance (or lack of) could not be done using chemical principles. To ensure only proper 

dihedrals completed, a series of checks to ensure that the four atoms currently selected are within 

distance of each other to be described as bond (Appendix C, xyz.py, lines 372-399). Those that 

qualify are calculated in the form below: 

𝐷𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑎,𝑏,𝑐,𝑑 = cos−1
−[(𝑏 − 𝑎) × (𝑐 − 𝑏)] ∙ [(𝑏 − 𝑐) × (𝑑 − 𝑐)]

∑√[(𝑏 − 𝑎) × (𝑐 − 𝑏)]2  ∙ ∑√[(𝑏 − 𝑐) × (𝑑 − 𝑐)]2  
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Additionally, if 𝐷𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑎,𝑏,𝑐,𝑑 produced an angle between 90° and 180°, or between (-)90° and

(-)180° it was modified.  

𝐷𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑎,𝑏,𝑐,𝑑 > 90° 𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 𝑡𝑜 180° − 𝐷𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑎,𝑏,𝑐,𝑑

Or 

𝐷𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑎,𝑏,𝑐,𝑑 > −90° 𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 𝑡𝑜 − 180° − 𝐷𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑎,𝑏,𝑐,𝑑

Modifications were completed to ensure all dihedrals can be properly compared across all 

conformations. This is because a dihedral angle of 100° is the same as -260°. Although the 

modification turns real dihedrals into mock dihedrals, the results produce an output that verifies a 

positive dihedral has an equal negative reciprocal. In turn, this modification is not problematic, 

rather, it ensures that each dihedral, whether negative or positive, will be compared in a 

standardized fashion.  

Figure 2-4 Positive Angles have Negative Equal 

All inter-atomic distances, angles, and dihedrals are calculated at the user’s discretion. 
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2.2.2 PCA 
PCA’s general objectives are data/dimensionality reduction and interpretation. Principal 

component can be described algebraically as particular linear combinations of p random 

variables X1, X2, …, Xp. Geometrically, these linear combinations create a new coordinate system 

based on the X1, X2, …, Xp axes. These X axes represent the directions with maximum variance 

found within the original data. It is also known that principal components depend on the 

covariance matrix  of X1, X2, …, Xp. To create the covariance matrix, we must take a matrix of 

observations (m) and samples (n) to make and m  n data matrix. For example, in this research 

the observations would be each distinct structure to be conformationally analyzed and each 

sample would be a cartesian coordinate, inter-molecular distance, angle or dihedral. In an effort 

to seek how the variance of one sample correlated with the variance of another sample, the co-

variance must also be calculated: 

𝐶𝑜𝑣(𝑥, 𝑦) =  ∑
(𝑥𝑖 − �̅�𝑖)(𝑦 − �̅�𝑖)

𝑁 − 1

𝑁

𝑖=1

 

Where xi is a single observation of one sample, x̄i is the mean of all the observations of that 

sample, yi is a single observation of another sample, and y̅i is the mean of all the observations of 

that sample. This allows us to define all our principal components in the following form: 

𝑃𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 1 = 𝒂𝟏
′ 𝑿 𝑡ℎ𝑎𝑡 𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒𝑠 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝒂𝟏

′ 𝑿)  

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝒂𝟏
′ 𝒂𝟏 = 1  

𝑃𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 2 =  𝒂𝟐
′ 𝑿 𝑡ℎ𝑎𝑡 𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒𝑠 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝒂𝟐

′ 𝑿)  

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝒂𝟐
′ 𝒂𝟐 = 1 𝑎𝑛𝑑 𝐶𝑜𝑣(𝒂𝟏

′ 𝑿, 𝒂𝟐
′ 𝑿) = 0   

 

𝑃𝑟𝑖𝑛𝑐𝑖𝑝𝑎𝑙 𝐶𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝑖 =  𝒂𝒊
′𝑿 𝑡ℎ𝑎𝑡 𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒𝑠 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝒂𝒊

′𝑿)  

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝒂𝒊
′𝒂𝒊 = 1 𝑎𝑛𝑑 𝐶𝑜𝑣(𝒂𝒊

′𝑿, 𝒂𝒌
′ 𝑿) = 0 𝑓𝑜𝑟 𝑘 < 𝑖   
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It is important to note that each principal component explains the maximum amount of variance 

in its dimensional space. This allows for the best stratification as possible. It is also important 

that principal components are orthogonal to each other (i.e. covariance = 0, as stated above). If 

not, explained variances between principal components would overlap, resulting in overall less 

total explained variance and possibly worse stratification. The PCA function in the scikit-learn 

python package reduces the dimensionality of the data given and finds the number of principal 

components the user desires. 

2.2.3 Clustering 

Clustering analysis takes on the task of dividing up data points into a number of groups such that 

data points in the same group are more similar than data points in other groups. In doing so, 

clustering analysis can ‘label’ data that was not previously defined categorically. There are three 

main types of clustering: (1) connectivity/hierarchical clustering, (2) density clustering, and (3) 

centroid clustering. Connectivity/hierarchical clustering starts by treating each point as if each 

were its own cluster, and then finds the cluster that is closest in distance, this continues until each 

cluster has become one large cluster, and the user can decide where to ‘cut the connectivity’ 

define each as a separate cluster. Hierarchal clustering excels at finding embedded 

structures/families within data. However, for our purposes hierarchical clustering would be more 

costly approach, since each point (in our case, conformer) would start as its own family. 
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Figure 2-5 Example Hierarchical Clustering Plot 

Density-based clustering looks at points that are tightly packed and classifies them accordingly. 

By calculating the radius of one point to another and the number of points that are at within that 

given radius, clusters of data are created. Density-based clustering excels at finding an unknown 

number of clusters of similar density. 

 

Figure 2-6 Example Density-Based Clustering Plot; Scikit-learn: Machine Learning 

in Python, Pedregosa et al., JMLR 12, pp. 2825-2830, 2011. 

Although both hierarchical and density-based clustering have their strengths, both do not excel at 

finding a ‘consensus’ or average data point that can generally explain most points found within 

the cluster. That is why centroid clustering is the best type of algorithm for the data used in this 
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program. For centroid clustering techniques such as k-means, the labeling of data points into 

groups is done mathematically using centroids. A centroid is defined as the average of all data 

points found within one group. Since data points that are cluster to each other are more similar, 

centroids will move iteratively in accordance with its surrounding, decreasing the absolute 

distance to all of its assigned data points. This iterative process stops once centroids can no 

longer decrease the additive distance from its assigned points, thus being stabilized. K-means 

clustering does this is the steps below: 

1. Partition the items (in our case, conformers) into K initial clusters 

2. Assign each item to the cluster whose centroid is nearest via Euclidian distance. 

Recalculate the centroid for each cluster receiving a new item and for each cluster losing 

an item. 

3. Repeat step 2 until no reassignments take place and the centroids stabilize. 

Minimization of intra-cluster variation is described in following form:  

min
𝑐1,…,𝑐𝑘

{∑
1

|𝑐𝑝|𝑖

𝑘

𝑝=1

∑ (𝑥𝑖⃑⃑  ⃑ −  𝑥 𝑗)
2

𝑗∈ 𝑐𝑝

} 

Where c are the clusters, |𝑐𝑝| is the number of elements in the pth cluster, and (𝑥𝑖⃑⃑  ⃑ −  𝑥 𝑗)
2 is the 

L2 Norm that results in the computation of length in Euclidean space.  
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Figure 2-7 Example Centroid Clustering Plot with Centroids 0 and 1 

2.3 Installation and How-To 

Python is necessary to run program. To install Python, go to python.org/downloads/, and 

download the latest version.  During the installation process, be sure to click the option to at 

Python to PATH. The program works with Python 3.0+  versions. External python libraries 

necessary to run program are scikit-learn, pandas, and plotly, and NumPy. Additionally, PyMOL 

can be used for visualization of families. The easiest way to use the program is to install it as a 

package using pip, a standard package manager for Python that allows you to install and manage 

additional packages that are not part of the Python standard library.  

To install pip, go to https://bootstrap.pypa.io/get-pip.py, and download the file on the page 

selecting ‘save page as..’ on the browser. The name of the file should be ‘get-pip.py’. Open the 

computer’s command terminal, change directories to the folder where the file was downloaded, 

and run the following command: 

https://www.python.org/downloads/
https://scikit-learn.org/stable/install.html
https://pandas.pydata.org/docs/getting_started/install.html
https://pypi.org/project/plotly/
https://numpy.org/install/
https://pymol.org/2/
https://www.python.org/
https://docs.python.org/3/py-modindex.html
https://bootstrap.pypa.io/get-pip.py
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python get-pip.py 

At this point, Python and pip are installed. To install this package, enter the following code in the 

command terminal: 

pip install omolab-conf-analysis 

To use the program, open a python file, import, use, and run the package using the following 

python code: 

Import ConformationalAnalysis 

Test1 = ConformationalAnalysis() 

A second method to install the software is to pull the project from GitHub. Using the command 

line, change the directory to a location where you would like the software to be downloaded. 

Next, enter the following command into the terminal: 

git clone https://github.com/mattnw1/Conformational_Analysis.git 

Once you are in the folder in which the GitHub package was downloaded, run the script using:  

python ConformationalAnalysis.py 

or 

python3 ConformationalAnalysis.py 

2.4 Testing of Known Conformational Families 
Testing my program is essential to ensure that its abilities work as intended, and that its goal of 

creating an automated way to find conformational families is met. Literature searches of known 

conformational families were completed. Criteria necessary for being tested included the 
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following: (1) there must be well-defined conformational families stated and/or depicted within 

the published paper that cannot be disputed, (2) there are detailed explanations behind each 

conformational difference found within the structures, and (3) the structures can be recreated 

using MM. (1) and (2) are crucial because it allows me to know the baseline of what I am testing, 

and important distinguishing characteristics I should find within the structures. (3) Allows me to 

recreate the structures for testing. Due to the program’s ability to compute distances, angles, and 

dihedrals for a given molecule, the selected systems will each test one option, as well as the 

programs ability to use clustering to still find conformational families after dimensionality 

reduction. Tri-valine peptide (AC-3VAL-NHMe) was used to test distances, as polypeptides 

form helical structures where stability is greatly affected by hydrogen and nonbonding  

interactions. Solvated calcium fluoride complex [CaF2(H2O)4] was used to test angles. Lastly, 

cis-1-fluoro-4-propylcyclohexane and 1,2-dicyclohexylethane, were used to test dihedrals since 

both have the ability to produce separate ‘ring flipped’ conformational families, a phenomenon 

that can be explained through the dihedral angles found within a given conformation. 

 

 3 Results/Discussion 

3.1 Conformational Analysis of Substituted Cyclohexanes 
Cyclohexane is an cyclic, non-aromatic organic hydrocarbon comprised of six carbon atoms with 

a molecular formula of C6H12. Cyclohexane is used as a nonpolar solvent  for the chemical 

industry, and as a raw material for the industrial production of adipic acid and caprolactam, 

intermediates used in the production of nylon54. Cyclohexanes can be found in four 

conformations: the chair, the half-chair, the boat, and the twist-boat. The predominant 
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conformation is the chair, as it reduces the molecules overall torsional strain. Additionally in the 

chair form of cyclohexanes, hydrogens or other substituents on the ring can either be axial or 

equatorial55. In the most stable structure of a non-substituted cyclohexane, half of the hydrogens 

are parallel to the ring, or equatorial, while the other half are perpendicular to the plane, or axial. 

The cyclohexane ring can also be inverted, or flip, from one chair form to another, effectively 

changing each axial hydrogen into equatorial and vice-versa. This chair-chair interconversion 

phenomenon is called “ring inversion” or “ring reversal” and proceeds through a transition state 

to a twist-boat intermediate55. 

Monosubstituted chair conformations of cyclohexanes produce two conformers of their own, 

with the equatorial conformation being predominant.55 The equatorial conformation is more 

stable in part due to van der Waals repulsions occurring between the substituent and the two 

axial hydrogens on the same face of the ring. These 1,3-diaxial interactions destabilize the axial 

conformation relative to its equatorial counterpart. By way of example, the standard Gibbs free 

energy difference between axial and equatorial conformations of tert-butylcyclohexane is 20 

kJ/mol (5 kcal/mol)56. This energy difference creates a population in which over 99% of the tert-

butylcyclohexane are the equatorial conformation. Disubstituted cyclohexanes exist in cis- and 

trans- isomers. For 1,4-disubstituted cyclohexanes, each cis and trans isomer produces its own 

preference within their respective conformations. Trans isomers follow the previous trend of 

equatorial conformers being preferred. As for cis isomers, since one substituent must be 

equatorial and the other axial, the energetically preferred conformation is dependent on which 

substituent is most sterically hindered in the axial position. 
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Figure 3-1 Energetic preference of cis-1,4 disubstituted cyclohexanes 

3.1.1 Substituted Cyclohexane Test Case: Cis-1-Flouro-4-Propylcyclohexane 

Conformational analysis of cis-1-flouro-4-propylcyclohexane was conducted using PCA and 

clustering techniques. The conformations of cis-1-fluoro-4-propylcyclohexane were used to test 

the dihedrals part of the code and its ability to explain ‘ring flipped’ conformational families at 

the C1-C4 positions. The two main conformational families in this compound are two forms of a 

chair conformation: (1) equatorial fluorine, axial propyl disubstituted cyclohexane, and (2) axial 

fluorine, equatorial propyl disubstituted cyclohexane. 

 

Figure 3-2 Ring Flip Between Two Conformational Families of Cis-1-Flouro-4-

Propylcyclohexane 

The two families follow the aforementioned ring flip, the conversion from one to another 

requires multiple steps. The first step passes through a half-chair transition state and a twist-boat 

saddle transition state. Next is the formation of the boat. The boat then undergoes simultaneous 

internal rotations about all carbon-carbon bonds except those to carbon-1. The result of the is a 
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second twist-boat that is a mirror of the first. Finally, a second half-chair transition state 

produces the ring flipped chair conformational family.  

 

Figure 3-3 2D Cis-1-Fluoro-4-Propylcyclohexane Chair Flip Diagram 

However, there are multiple ways for the ring to flip. It is possible for the ring-flip to occur at the 

C2-C5 positions. This would result in the substituted carbons at the “arms” of the half-chair, 

twist-boat, and boat conformations. Another possible ring-flip can occur in such a way that 

produces structures where both substituents are in axial or axial-like positions in the half-chair, 

twist-boat, and boat conformations. Although these additional structures are less likely to happen 

due to energetic preferences, it is important to note their possibility when finding conformational 

families. 
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Figure 3-4 2D Cis-1-Fluoro-4-Propylcyclohexane C2-C5 Ring Flip Structures 

 

Figure 3-5 2D Cis-1-Fluoro-4-Propylcyclohexane All Axial Ring Flip Structures 

We used Schrödinger Maestro to reproduce cis-1-flouro-4-propylcyclohexane structures using 

molecular-mechanics based conformational searches via Merck Molecular Force Field (MMFF). 

Mixed torsional/Low-mode was used as the sampling method. The maximum number of steps 

was set to 10000, the energy window for saving structures was 25.00 kcal/mol, and an RMSD 

cutoff of 0.05 Å was used for eliminating redundant conformers. The result created 84 structures 

to investigate. Each structure’s XYZ-coordinates were then parsed and placed in a data frame via 

python functions in xyz.py. Based off the contents in the data frame, calculations of proper 

dihedrals found within each conformation were computed. The act of parsing each XYZ-

coordinate and computing proper dihedrals took the program 16.9 seconds to complete. PCA 

using two principal components on proper dihedral data produced an explained variance of 

27.65% (Appendix-A-1). In order to find the optimal number of clusters, the sum of squares at 

each number of clusters is calculated and graphed. This allows the user to then choose the 

number of clusters where there the steep decline in the sum of squares becomes shallow, or the  

“elbow” of the graph.  
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Figure 3-6 Inertia v. # Clusters of Cis-1-Flouro-4-Propylcyclohexane (Dihedral data 

only) 

In this case, the optimal number of clusters are four and five. When using four clusters, each 

cluster is split such that cluster one contains the equatorial fluorine, axial propyl family, cluster 

two contains the axial fluorine, equatorial propyl family, and clusters three and four contain 

twist-boat intermediates. Cluster three contains mostly twist-boat axial fluorine, axial propyl 

intermediate structures, while cluster four contains mostly twist-boat equatorial fluorine, 

equatorial propyl intermediate structures. Additionally, both four contains twist-boat 

intermediates that are ring flipping at C2-C5 positions rather than C1-C4. For each of these two 

clusters, the closer to the center of the graph, there were structures that deviated to twist-boat 

axial fluorine, equatorial propyl structures as well. Cluster four also had one incorrect 

classification that of the equatorial fluorine, axial propyl family. 
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Figure 3-7 2D Clustering Families of Cis-1-Flouro-4-Propylcyclohexane (4 clusters) 

 

 

Figure 3-8 2D Clustering of Cis-1-Flouro-4-Propylcyclohexane (4 clusters) 

When using five clusters, clusters one and two remained unchanged. In other words,  the addition 

of a cluster did not affect the classification of  the equatorial fluorine, axial propyl family, and 

F

Family 1
Axial —propyl
Equatorial —F

Family 2
Axial –F
Equatorial —propyl

F

F F

Family 4
Twist-boat intermediate
Axial –F
Axial —propyl

Family 3
Twist-boat intermediate
Equatorial –F
Equatorial —propyl
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the axial fluorine, equatorial propyl family. Instead, the new fifth cluster aimed to reclassify 

twist-boat intermediate structures. As a result, this led to a similar but finer grained 

classification, where one cluster contained the twist-boat axial fluorine , axial propyl structures, a 

second cluster contained the twist-boat equatorial fluorine, equatorial propyl structures, and the 

final cluster contains a mixture of the two as well as twist boat structures that twist differently 

than all other conformations. These structures twist one carbon further away from the 

substituents than the previous structures, creating a subclass of its own. With respect to C2-C5 

ring flipping twist-boat intermediates, those structures were only seen in the first clusters, and 

not the final cluster. 

 

Figure 3-9 2D Clustering of Cis-1-Flouro-4-Propylcyclohexane (5 clusters) 

Overall, the use of two principal components and clustering was able to correctly identify the 

two ring-flipped chair conformational families of Cis-1-flouro-4-propylcyclohexane, the two 
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types of twist-boat structures known to be intermediates across a cyclohexane ring flip, as well as 

different intermediates twisted in varying fashions. 

3.2 Conformational Analysis of Tri-Valine Peptides  

Polypeptides are defined as a polymer of amino acids, connected to each other by peptide bonds. 

Peptides have many uses in drugs, as well as endogenously within the body. Endogenously 

formed peptides, however, have limited availability. Efforts in expanding the uses of peptides as 

therapeutic targets let to the development of mimetic peptides—peptides that biologically mimic 

active ligands of hormones, enzyme substrates and other biomolecules. These peptides were 

created as organic replacements for scarce peptides. Many of these mimetic peptides often look 

identical to their naturally occurring peptide, with exception of one or two residues replaced by 

an organic compound57, with the goal of retaining major conformational foundations. 

Conformational analysis of tri-peptides and their mimetics have been of interest for their 

medicinal uses as drug-like target molecules58 in recent years due to their secondary structure 

and metabolic stability. These analyses resulted in the finding that the most stable conformations 

of tri-peptide structures are helical59. This result holds true for tri-valine peptides60, one of the 

systems I investigated. I also investigated a simpler peptide, tri-glycine, to investigate how 

complexity found within the peptide may affect the results. Families found within tri-valine and 

tri-glycine peptides are alpha-helices, beta-turns (reverse turns), and extended conformations. 

Alpha-helices conformations are coiled and stabilized by hydrogen bonds between the carbonyl 

oxygen and an amino hydrogen of residue that is four down the chain. 
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Figure 3-10 Example of alpha-helices with hydrogen bonding 

Beta-turn conformations are not coiled, instead, hydrogen bonds form between a carbonyl 

oxygen and amino hydrogen that is three residues down the chain. The resulting structure looks 

more cyclic than its helical counterpart. Beta turns can also be divided into two classes. Type I 

and type II beta turns differ by 180-degree rotation around the bond linking residues two and 

three.  

 

Figure 3-11 Beta-turn example 

Extended conformations have 180-degree dihedral rotations around all amines and carbonyls, 

resulting in a very upright structure with non-bonding interactions between a carbonyl oxygen 
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and an immediately adjacent amino hydrogen. Extended conformations of peptides are often 

neglected due to their small proclivity to form in nature.   

 

Figure 3-12 Extended conformation example 

3.2.1 Tri-Glycine Peptides Test Case: Ac-(Gly)3-NHMe 

In order to see if my program could first deal with a simpler tri-peptide, Ac-(Gly)3-NHMe was 

investigated. Molecular-mechanics based conformational searches via OPLS 2005, mixed 

torsional/Low-mode as the sampling method, the maximum number of steps was set to 1000, the 

energy window for saving structures was 25.00 kcal/mol, and an RMSD cutoff of 0.05 Å. This 

produced in 106 structures. The conformations of Ac-(Gly)3-NHMe were used to test specifically 

the distances part of the code and its ability to explain conformational families through 

nonbonding interactions found within small peptides. This case was investigated using two 

fashions (1) to take all atomic distances, (2) to take atomic distances from just oxygen, hydrogen 

and nitrogen atoms found in the peptide into consideration for calculated quantities. Each case 

had their data dimensionality reduced using two principal components. Each produced explained 

variances of 81.4% and 78.3%, respectively. With such high explained variance percentages, 

once should expect much cleaner conformational families. This was found to be true.   Finding 

the optimal number of clusters by calculating the sum of squares at each number of clusters and 

reading the “elbow” of the graph resulted in four clusters.  
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Figure 3-13 Intertias v. # of Clusters of Ac-(Gly)3-NHMe (all atoms; distances only)

 

Figure 3-14 Clustering of Ac-(Gly)3-NHMe (all atoms; distances only) 
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Figure 3-15 Clustering of Ac-(Gly)3-NHMe (O, N, and H atoms; distances only) 

The families for Ac-(Gly)3-NHMe were (1) extended, (2) beta-turn, (3) gamma-turn, and  (4) 

gamma and beta turn. 
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Figure 3-16 Conformational families of Ac-(Gly)3-NHMe 

When looking at cluster one, as predicted, extended families were found and classified with a 

high accuracy. In fact, for all of the clusters, all produced a high accuracy of classification. As 

for cluster two, beta-turn conformations showed in a classical fashion where the non-bonding 

interaction occurs with the carbonyl oxygen and the third nearest amino hydrogen. As for cluster 

three, saw found a previously unexpected conformational family: gamma-turns. Gamma-turns 

are very similar to beta turns, except the non-bonding interaction occurs with the carbonyl 

oxygen and the second nearest amino hydrogen (rather than the third).  In this specific case 

gamma turns presented in multiple ways. Some conformations presented with one  gamma-turn, 

while others presented two gamma-turns within the peptide chain. 
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Figure 3-17 Example structure of two gamma-turns in one conformation 

Lastly, cluster four found a family that shows both gamma- and beta-turns within a structure. 

Overall, the software did a very good job in finding and separating conformational families for 

the smaller tripeptide chain.  

3.2.2 Tri-Valine Peptides Test Case: Ac-(Val)3-NHMe 
We used Schrödinger Maestro to reproduce Ac-(Val)3-NHMe structures. Molecular-mechanics 

based conformational searches via OPLS 2005, mixed torsional/Low-mode as the sampling 

method, the maximum number of steps was set to 10000, the energy window for saving 

structures was 25.00 kcal/mol, and an RMSD cutoff of 0.05 Å. This produced in 492 structures. 

The conformations of Ac-(Val)3-NHMe were also used to test specifically the distances part of 

the code and its ability to explain conformational families through nonbonding interactions found 

within a slightly more complex small peptide. The act of parsing each XYZ-coordinate and 

computing distances took the program 40.9 seconds to complete. Conformational analysis of Ac-

(Val)3-NHMe was conducted using PCA and K-means clustering techniques. PCA using two 

principal components on distances data produced an explained variance of 37.44% (Appendix-A-

6). The conformations of Ac-(Val)3-NHMe were used to test specifically the distances part of the 

code and its ability to explain conformational families through nonbonding interactions found 
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within small peptides. In this case instructed the code in three separate fashions (1) to take all 

atomic distances into consideration, (2) to take atomic distances from just oxygen, hydrogen and 

nitrogen atoms found in the peptide, and (3) take all proper dihedrals into consideration. All were 

subjected to PCA of two principal components to reduce the dimensionality of the data. For (1), 

the explained variance for two principal components was 37.4%, (2) was 34.7%, and (3) was 

14.2%. A result such as this shows that using distances was the best metric available for finding 

conformational families withing the tri-valine peptide. Finding the optimal number of clusters is 

completed identically as the cyclohexane test case, by calculating the sum of squares at each 

number of clusters and reading the “elbow” of the graph. In this test case, the best number of 

clusters to used was four for all three trials. Clustering graphs for (1) and (2) showed significant 

aggregation of structures, while (3) did not. Due to its lack in ability to separate structures case 

(3) was not investigated any further. 
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Figure 3-18 2D Clustering of Ac-(Val)3-NHMe (all atoms; distances only) 
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Figure 3-19 2D Clustering of Ac-(Val)3-NHMe (O, N, and H atoms; distances only) 
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Figure 3-20 2D Clustering of Ac-(Val)3-NHMe (all atoms; dihedrals only) 

When investigating the O, N, H atoms only and all atoms cases, each had similar outcomes. 

Although there was separation between each cluster, clusters did not contain only one family. 

Rather, each cluster had a conformational family that was a majority, with other families in 

smaller quantities. Nonetheless, there were four families found. The four conformational families 

were (1) gamma-turn with partial extension, (2) beta-turns, (3) gamma-turns, and (4) extended 

conformation.  
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Figure 3-21 Conformational families of Ac-(Val)3-NHMe 

 

Again, it is important to note that the complete separation of families was not achieved by the 

algorithm in this case, and manual investigation of each family was necessary to find the 
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previous short peptide chains investigation with Ac-(Gly)3-NHMe, a peptide with smaller R 

groups. 
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Figure 3-22 Example structure of conformational family 1 (gamma + extended) 

As for cluster two, a beta-turn conformation was expected and was presented in a classical 

fashion where the non-bonding interaction occurs with the carbonyl oxygen and the third nearest 

amino hydrogen. Cluster three produced a gamma-turn conformational family with variation 

within. Instead of having a partially extended part akin to family one, this family contained 

structures with gamma-turns that occurred between amino acids one and two, two and three, or 

both. 

  

Figure 3-23 Conformational family 3 Variation (gamma-turn) 

Lastly, cluster four contained extended conformations. These structures were extremely linear, as 

if the chain were a backbone. Overall, the separation of clusters seen on the 2D clustering graph 

were good, but the classification into families using all atom distances and heteroatom with 
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hydrogen distances were lower in accuracy than the previously mentioned 1-flouro-4-

propylcyclohexane test. It is expected that results may change if the peptide chain were 

simplified. 

3.3 Conformational Analysis of Hexacoordinated Ca2+ Complexes 

Calcium (Ca2+) is a group two alkaline earth metal that is crucial for human health. Known for its 

importance for bone health, Ca2+ is also used in the field of synthetic chemistry for stabilization 

purposes in chemical reactions61. The reason why it is so useful in chemistry is its ability to 

coordinate many other moieties around it. It is known that Ca2+ predominantly forms 

hexacoordinate species62. This means that it can coordinate with six other structures, which in 

turn gives those structures an opportunity to react with one another. In a sense, Ca2+ can be used 

as a kitchen; where spices and recipes mix and match to create something bigger and better. 

Although conformational analyses of hexacoordinated Ca2+ complexes is not widely studied, my 

research lab has looked extensively into hexacoordinated Ca2+ complexes used to elucidate the 

reaction mechanism for making sulfonamides, which are compounds that make up about 27% of 

all sulfur-based US FDA approved drugs63. Conformational families expected are just two: cis- 

and trans- conformations. The use of calcium as a Lewis-acid catalyst has proven to be an 

inexpensive, and nontoxic means for chemical transformations64,65. The Lewis-acid calcium salts 

promote selectivity towards non redox processes and high reactivity under mild conditions. 

Suitable counterions for calcium catalysis that produced the best results were weakly 

coordinating, non-basic anions such as triflimide (NTf2
-)64. Calcium(II) 

bis(trifluoromethanesulfonimide) (also known as Ca(NTf2)2) has been used as a catalyst/mediator 

for intramolecular hydroacyloxylation of unactivated alkenes66, production of  diaryl alkanes65, 
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and activation of alcohols, olefins and carbonyl compounds64. Overall, calcium salts are useful in 

a myriad of reactions that can be used to create drugs, synthetic materials and more. 

3.3.1 Hexacoordinated Ca2+ Complex Test Case: [Ca(NH3)2(THF)4]2+ 
 

Schrödinger Maestro reproduction of  [Ca(NH3)2(THF)4]2+
  used Molecular-mechanics based 

conformational searches via OPLS 2005, mixed torsional/Low-mode as the sampling method, 

the maximum number of steps was set to 1000, the energy window for saving structures was 

25.00 kcal/mol, and an RMSD cutoff of 0.05 Å. This produced in 226 structures. The goal of this 

test case is to use the angles portion of the code to find cis- and trans- conformations with respect 

to the position of the NH3 groups in each structure. In this case specifically, conformational 

differences will come from the C-C bond torsions of the THF. Because this is a relatively large 

complex, the calculation of all angles for all structures took nine minutes to complete. This is a 

much larger time window of completion from our previous test cases, but it is also expected due 

to the sheer volume and complexity. The explained variance using two principal components was 

31.4%. Using the “elbow method” to find the most optimal number of clusters resulted in three 

clusters being most optimal. Each cluster were found to be (1) cis-NH3 groups Ca2+ complex (2) 

trans-NH3 groups Ca2+ complex (3) cis-NH3 groups Ca2+ complex.  
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Figure 3-24 Elbow Graph of [Ca(NH3)2(THF)4]2+  (all atoms; angles only) 

 

Figure 3-25 Clustering Graph of [Ca(NH3)2(THF)4]2+  (all atoms; angles only) 

It is clear that the program was able to decipher and distinguish between cis- and trans- 

complexes. This was done with complete accuracy. However, it was peculiar to see that the best 
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number of clusters was found to be three. This would mean that another family could be made 

within cis-complex conformers. However, after investigation, this is not found to be entirely true. 

To test this, I compared the two structures between family one and three that were furthest from 

each other. In theory, these structures should be the most different from each other. 

 

Figure 3-26 Side-by-side comparison of most different structures between cis 

[Ca(NH3)2(THF)4]2+ families (all atoms; angles only) 

It is clear that there only minute differences between the two structures, certainly not enough to 

describe one structure to be in a different conformational family from the other. I believe this 

happened due to the fact that all angles were calculated. Calculating all could be including angles 

that is hurting the classification process rather than helping due to the sheer amount of 

information. In order to test this, I calculated angles found between all atoms excluding 

hydrogen. The result finished in 55 seconds. Additionally, when using two principal components, 

increased the explained variance to  41.1%, and produced an elbow graph where the difference 

between choosing two and three clusters is smaller than when all atoms’ angles were used. 
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Figure 3-27 Elbow Graph of [Ca(NH3)2(THF)4]2+  (O, N, C, F atoms; angles only) 

 

Figure 3-28 Clustering Graph of [Ca(NH3)2(THF)4]2+  (O, N, C, F atoms; angles 

only) 
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Figure 3-29 Clustering Graph of [Ca(NH3)2(THF)4]2+  (O, N, C, F atoms; angles 

only) 

This goes to show that although this software is a useful tool and has proven its ability to find 

and correctly classify conformational families, it is still not a chemist or biologist in its own 

right. Although the process of finding and sorting families can now be done expediently with this 

software package, the interpretation and general background knowledge behind what a scientist 

might see is still necessary to get the full benefit of using such a package. 

 

 4 Conclusion 

4.1 Pros and Cons of Code based on Test Cases  

Overall, the software does exactly what it set out to do: a software using PCA and K-Means 

clustering was able to find conformational families in a rapid and automated fashion. However, 

there are pros and cons. Each are listed below. 
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Pros: 

(1) Speed 

a. The program runs very fast. Only one of our tests ran for over two minutes 

([Ca(NH3)2(THF)4]2+
 ), and in the end, that same test was able to be shaved down 

to less than one minute with producing similar results. This is important for 

researchers because we do not want our technology to be the bottleneck in how 

efficient our work is. This program passes that test. 

(2) Ease of use 

a. For anyone who understands how to run Python, the program is very easy to 

download onto one’s computer, import into a python script, and subsequently use. 

Each step necessary to produce results has a guide to keep the user on track, and 

error catching capabilities to ensure that user errors do not derail the program 

from working. 

(3) Accuracy (to an extent) 

a. In each of the cases, we have seen a range of accuracy in terms of classification. 

Part of this is because we chose test cases of increasing complexity. With small 

molecules, the accuracy is next to flawless. However, the more complex the 

ensemble gets, the more important it is for the user to be selecting certain atoms 

for calculations rather than wanting all possible calculations to be completed. In a 

sense, this is good because the accuracy is partially dependent on the user and 

their knowledge behind their system of interest. However, we understand that this 

could also be a fault since beginners may not know how to create inputs that are 

ideal enough to produce meaningful results. 
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(4) Visuals 

a. A part of what makes methods like PCA tough is it feels as though it is a “black 

box” that spits out information. In using PCA graphs to visualize what is going 

on, as well as clustering to help show how similar structures are spatially, it gives 

the power to the user to understand how similar or dissimilar each family is.  

Cons: 

(1) Basic Options 

a. As of now, the user can only decide whether or not to use distances, angles, or 

dihedrals, as well as the specific atoms in the compound to do such calculations 

on. While this is useful, the program may benefit if options such as polar surface 

area were available to the user. 

(2) Dependency of dimensionality reduction 

a. The program’s ability to tease out chemical information is mostly-based on how 

well the dimensionality reduction of data proceeds. If meaningful information is 

still found within the first couple of principal components, then the program 

works beautifully in all its complete capacity. If that is not the case, using more 

than three principal components means the user is no longer able to see visually 

any of the graphs. 

(3) File requirements 

a. The program only works with XYZ-files. In future updates, we plan to provide 

ability to use other file types, such as PDB. 
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4.2 Future Developments 

In future updates, we hope to provide users more options than distances, angles, and dihedrals to 

find conformational families. These options could include molecular descriptors such as polar 

surface area and radius of gyration, dipole moments, and more. Additionally, we hope to support 

more file-types, and create a program that can be ran outside of python scripts. At the end of the 

day, the ultimate goal is to transform this program into one that incorporates a feedback 

processing with ML or DL algorithms. We envision this finished product to have the ability to be 

given a set of conformations and parameters, and through its calculations and algorithms, weigh 

parameters that will produce the best separation between conformers. Such an iterative process 

should produce improved results from our current solution. 

4.3 Concluding Thoughts  

Based off the test cases, it has been shown that the software package created is able to find and 

sort out conformational families found within ensembles. It can do this using the distances, 

angles and/or dihedrals found within the molecule in question, and its data can be tailored to 

specific atoms within the molecule as well. Using PCA and K-means clustering, conformational 

families found within ensembles were found with varying success. A natural rule of thumb 

regarding the success of family sorting involves the complexity of the family in question. The 

more complex the molecule and its family, the tougher it was to find the family. Nonetheless, 

even with its toughest test cases, classification accuracy decreases to the point where families 

found were just “majorities” rather than complete separation. Although not ideal, users are still 

able to find and understand these families with a little effort on their part. With future 
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improvements, we hope for this to be a useful tool for all chemical and biological researchers 

who are interested in conformational analysis. 
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Appendices 

Appendix A. Additional PCA Graphs + 

Data 

A.1 Cis-1-Flouro-4-Propylcyclohexane

 

Figure A-1  Explained Variance of Cis-1-Flouro-4-Propylcyclohexane (Dihedral data 

only) 
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Figure A-2  PCA of Cis-1-Flouro-4-Propylcyclohexane (Dihedral data only) 
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Top 10 Features and their given magnitude 

and direction (PC 1) 

11 H to 3 C to 4 C to 14 H    -0.280831 

2 C to 3 C to 4 C to 5 C      -0.275485 

12 F to 3 C to 4 C to 13 H    -0.272610 

9 H to 2 C to 3 C to 11 H      0.228605 

1 C to 2 C to 3 C to 4 C       0.224279 

10 H to 2 C to 3 C to 12 F     0.221936 

2 C to 3 C to 4 C to 13 H      0.193290 

14 H to 4 C to 5 C to 16 H     0.190066 

3 C to 4 C to 5 C to 6 C       0.187832 

13 H to 4 C to 5 C to 15 H     0.187580 

Top 10 Features and their given magnitude 

and direction (PC 2) 

1 C to 6 C to 18 C to 20 H     -0.286943 

7 H to 1 C to 6 C to 18 C      -0.264472 

8 H to 1 C to 6 C to 17 H      -0.257414 

2 C to 1 C to 6 C to 5 C       -0.253506 

5 C to 6 C to 18 C to 21 C     -0.244885 

5 C to 6 C to 18 C to 19 H      0.234255 

17 H to 6 C to 18 C to 19 H    -0.224756 

15 H to 5 C to 6 C to 18 C      0.213718 

1 C to 6 C to 18 C to 21 C      0.207048 

16 H to 5 C to 6 C to 17 H      0.206262 
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Figure A-3  Inertia v. # Clusters of Cis-1-Flouro-4-Propylcyclohexane (Dihedral data 

only) 

 

Figure A-4  Structure 29 of Cis-1-Flouro-4-Propylcyclohexane (Dihedral data only) 
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Figure A-5  Structure 50 of Cis-1-Flouro-4-Propylcyclohexane (Dihedral data only) 
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Figure A-6  Explained Variance of Ac-(Gly)3-NHMe (Distances data only) 

 

Figure A-7 Explained Variance of Ac-(Val)3-NHMe (Distances data only) 

 

 

Figure A-8 Inertia v. # Clusters of Ac-(Val)3-NHMe (Distances data only) 
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Appendix B. Atomic Min/Max Distance 

Settings 

Element Minimum Bond 

Distance (Å)  

Maximum Bond 

Distance 

Minimum 

Number of Bonds  

Maximum 

Number of Bonds 

Carbon 1.01 Å 2.13 Å 4 4 

Oxygen 0.90 Å 1.94 Å 2 2 

Hydrogen 0.70 Å 1.64 Å 1 1 

Nitrogen 0.90 Å 1.54 Å 1 4 

Fluorine 0.90 Å 1.54 Å 1 4 
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