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Abstract

The growing complexity of data-intensive software demands constant
innovation in computer hardware design. Performance is a critical fac-
tor in rapidly evolving applications such as artificial intelligence (Al).
Transaction-level modeling (TLM) is a valuable technique used to repre-
sent hardware and software behavior in a simulated environment. How-
ever, extracting actionable insights from TLM simulations is not a trivial
task. We present Netmemuvisual, an interactive, cross-platform visual-
ization tool for exposing memory bottlenecks in TLM simulations. We
demonstrate how Netmemuisual helps system designers rapidly analyze
complex TLM simulations to find memory contention. We describe the
project’s current features, experimental results with two state-of-the-art
deep neural networks (DNNs), and planned future work.
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Abstract

The growing complexity of data-intensive software demands constant innovation
in computer hardware design. Performance is a critical factor in rapidly evolv-
ing applications such as artificial intelligence (AI). Transaction-level modeling
(TLM) is a valuable technique used to represent hardware and software behav-
ior in a simulated environment. However, extracting actionable insights from
TLM simulations is not a trivial task. We present Netmemuisual, an interac-
tive, cross-platform visualization tool for exposing memory bottlenecks in TLM
simulations. We demonstrate how Netmemuisual helps system designers rapidly
analyze complex TLM simulations to find memory contention. We describe the
project’s current features, experimental results with two state-of-the-art deep
neural networks (DNNs), and planned future work.

1 Introduction

Developments in computer system design are fueled by the ever-increasing com-
plexity of software applications. System-level modeling strategies address the
challenges brought about by complex computer system design. Modeling, sim-
ulation, and verification are powerful techniques system designers use to tackle
the ever-increasing complexity of designing future computer systems.

The organization of main memory in a computer system can have significant
performance implications. Memory bottlenecks are further exacerbated by data-
intensive applications that require frequent data transactions to and from the
processor(s). Thus, is important to identify performance problems early in the
design process.

Data visualization is an effective method for presenting findings to a broader
audience. Various tools exist, both at the hardware and system level, for visu-
alizing simulated behavior and performance.



In this report, we present Netmemvisual, a visualization tool for plotting
timing diagrams of transaction-level modeling (TLM) simulations. Our tool
allows users to analyze memory accesses of deep neural networks (DNNs) at
the system level. The purpose of Netmemvisual is to aid in the system design
process by exposing memory contention at the transaction-level to the user.

The flowchart depicted in Figure 1 shows our proposed TLM simulation and
visualization workflow. A SystemC model of a DNN is simulated using a Sys-
temC simulator, which produces a trace log file containing transaction timings.
Netmemvisual (blue box) analyzes the trace log file and produces a timing dia-
gram of the simulated transactions for efficient design space exploration (DSE).
Moreover, Netmemvisual provides a user-friendly graphical user interface (GUI)
tailored to designing visualizations of DNNs.

DNN SystemC
TLM-2.0 model

SystemC
Simulator

[ Simulation Trace Log File ]

v

DNN Memory Visualizer
‘Netmemvisual'

Timing Diagrams

Figure 1: Transaction level modeling (TLM) simulation, visualization workflow

Section 1 briefly introduces deep neural networks (DNNs), the importance
of transaction-level modeling (TLM), and TLM modeling of DNNs for efficient
hardware/software co-design. In Section 2, we provide background knowledge
on computer systems, electronic system-level (ESL) design, and the memory
bottleneck problem. Related works and industry tools for simulation and visu-
alization are discussed in Section 3. In Section 4, we describe Netmemvisual’s
design and feature set. Experimental results and analysis are presented in Sec-
tion 5. We describe planned future work in Section 6.

1.1 Deep Neural Networks (DNNs) for Computer Vision

Large neural networks with many hidden layers are known as deep neural net-
works (DNNs). Increasing the depth of a network is a common strategy for
improving accuracy. However, as the complexity of a network increases, compu-
tational resource requirements also increase [29]. Optimizing DNN performance



is essential when developing an efficient state-of-the-art DNN [29]. Additionally,
targeting resource-constrained systems such as embedded computing devices
further amplifies these design challenges [29].

Convolutional neural networks (CNNs) are a class of neural networks often
used in the computer vision field. Common applications of CNNs include image
classification and object detection [12]. Image classification is the identification
of the main subject in an image based on a set of predefined classes, while object
detection involves identifying one or more objects in an image and drawing a
bounding box around the object(s) [12].

GoogLeNet and Single Shot MultiBox Detector (SSD) are two state-of-the-
art deep CNNs used for advanced computer vision applications. GooglLeNet
has proven to be a competitive network for accurate image classification [29].
When counting all the individual layers in the network, including those that
constitute the 9 ‘inception’ sections, GoogLeNet contains 142 distinct layers
[4]. The most common layer types in the network include convolution, pooling,
and concatenation layers. These inceptions serve to increase the depth of the
network with a network in network (NIN) architecture [29] that does not increase
computational complexity [12]. Figure 2 shows the structure of GoogLeNet.

Figure 2: GoogLeNet network with all the bells and whistles [29]

Single Shot MultiBox Detector (SSD) is used for real-time object detection
where it has been shown to outperform similar networks in both speed and
accuracy [14]. The SSD network consists of 101 distinct layers, including con-
volution, flatten, and permute layers [5|. Figure 3 shows the structure of SSD.

Figure 3: SSD network structure generated with Netron [24]



1.2 Transaction Level Modeling (TLM)

Transaction level modeling (TLM) aims to address the issue of hardware/soft-
ware co-design. TLM allows for modeling, simulation, and verification early in
the design process. System designers are able to quickly and cheaply simulate
computer hardware and analyze application behavior. Compared to common
application-level performance profiling tools, TLM simulation dips to a lower
level of abstraction, which ultimately translates to much more accurate system
description and analysis.

Different transaction-level models can be used to represent various abstrac-
tion levels, where there is an inverse relationship between simulation speed and
accuracy [5]. TLM-1 allows for the modeling of basic communication between
components via channels, whereas TLM-2.0 supports more accurate models with
memory mapping techniques [5].

Virtual prototyping refers to the modeling and testing of hardware before
it is actually produced [8]. This approach to product design is particularly
useful in industries where physical prototypes are expensive to produce, such
as computer hardware. TLM enables system-level virtual prototyping where
system designers can experiment with various hardware and software designs in
a simulated environment [1].

Work has also been done to automatically generate transaction-level models
from abstract design descriptions [22] [4]. This makes it possible to rapidly
prototype system designs in an accurate and user-friendly manner.

1.3 Transaction Level Modeling of DNNs

As briefly mentioned in Section 1.2, several TLM simulation coding styles ex-
ist, each at their own abstraction level. A loosely-timed (LT) model translates
to a relatively fast simulation that reveals basic process ordering in a system.
Approximately-timed (AT) models process timing information more accurately,
but usually with significantly slower simulation. Another approach, loosely-
timed contention-aware (LT-CA) modeling, redefines the established speed-
accuracy trade-off with both the fast simulation speed of LT and the accurate
memory contention of AT [4].

Interconnect

Figure 4: TLM-2.0 LT model interconnect with a single shared memory [4]



One possible TLM design of a neural network models each DNN layer as a
processor, which corresponds to a SystemC module. An example of this strategy
is shown in Figure 4. Each module has a TLM-2.0 initiator socket that connects
to a target socket on a global interconnect. The interconnect connects to shared
memory, which stores the input and output data required for processing each
layer [4].

2 Background

This section provides a brief background on computer system components,
system-level modeling, and the design challenges presented by memory bot-
tlenecks.

2.1 Computer Systems

There are several essential hardware components and operating principles that
are shared by virtually all computers. In order to study their behavior and
design, we must first understand how these components have evolved to interact
with one another.

2.1.1 Processor

A computer’s processor is responsible for executing program instructions. Over
the past couple decades, computers have evolved from housing just a single
processing unit to multiple processors (‘cores’) in a single integrated circuit
(IC). This enables parallel processing and better multithreading performance
[21]. Designing complex multi-core and many-core processors, and software
that takes full advantage of their capabilities, brings many challenges.

2.1.2 Memory

Program instructions and associated data are stored in memory, which is acces-
sible to the processor. The processor can access memory through a read or write
operation. Different technologies exist on a memory hierarchy, where there is a
trade-off between access time and storage size. Instructions and data may be
stored in cache memory or in main memory [21].

Multi-core systems commonly feature a shared memory multiprocessor (SMP)
design, where all cores share the same main memory. When designing com-
plex multi-core systems, there are two common approaches for sharing a single
address space. SMP architectures can be implemented with either a uniform
memory access (UMA) or nonuniform memory access (NUMA) strategy. The
former approach means that all processors share the same access time to all
main memory space. The latter takes a more nuanced approach in which access
times for a section of memory can vary greatly depending on which processor
initiates the request. Systems with multiple processors and memory channels
often utilize a NUMA approach in which a processor requesting access to its



local memory is faster than accessing memory local to another processor [21].
These shared memory architectures bring challenges in designing performant
software that utilizes memory in an optimal fashion.

Figure 5 depicts a NUMA memory organization strategy in which ‘Processor
0’ can access its local main memory (purple path) and main memory local to
another processor (orange path). There is higher latency with the non-local
memory access because ‘Processor 0’ has to access ‘Main Memory 1’ through
the memory controller on ‘Processor 1°.

Processor 0 Processor 1

[ Main Memory 0 ] [ Main Memory 1 ]

Figure 5: Nonuniform memory access (NUMA) diagram

2.1.3 Systems Software

Among the various abstraction levels in computer hardware and software, sys-
tems software lies above the hardware and below the applications software [21].
The implementation of systems software has an effect on overall system per-
formance. Software can be examined at various abstraction levels, from data
structures and algorithms implemented in source code to the machine code
generated by the compiler infrastructure [21]. There are many approaches for
improving software performance, including data level parallelism, instruction
level parallelism, memory hierarchy optimization, and thread level parallelism
[21].

2.2 Electronic System-level (ESL) Design

In the early days of computer design, hardware and software components were
designed independently [9]. However, over the past several decades, the com-
plexity of computer hardware has increased exponentially. According to Gordon
Moore’s 1965 predictions, later known as Moore’s Law, the number of transis-
tors on a chip has doubled roughly every 18 months [19]. The field of system
design emerged to meet this drastic increase in design complexity.

System designers use techniques such as modeling, simulation, and verifica-
tion [9]. These approaches represent a higher level of abstraction, where system
models can be iterated upon using the specify-explore-refine methodology [9].



2.2.1 System-Level Design Languages

A System-Level Design Language (SLDL) is used to formally specify hardware
and software structure and behavior in a system.

SpecC is a superset of ANSI-C which separates computation and communi-
cation logic for a turnkey system-level description solution. A SpecC program
consists of a set of behaviors, channels, and interfaces. Given that the SpecC
language is an extension of ANSI-C, existing C programs do not require a full
rewrite to take advantage of system-level design principles [10].

SystemC is the IEEE standard SLDL, making it a good choice for standards-
compliant system design, modeling, and verification [1]. The language is im-
plemented as a C++ class library, meaning existing code can be augmented to
benefit from system-level design principles. The reference implementation of the
SystemC class library [3] includes a simulation kernel for running transaction-
level modeling (TLM) simulations.

2.3 Memory Bottlenecks

A memory bottleneck occurs when a more than one processor (‘core’) attempts
to access memory (read or write) at the same time. The result is inefficiency in
a program in which one or more processors sit(s) idle while another finishes its
task(s). This ultimately leads to wasted time and power. Therefore, one of the
goals of performant software is minimizing memory bottlenecks.

IIﬂGHCONTENﬂON I | NO CONTENTION

l
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Figure 6: Basic model of stacking memory contention from request 0 to 3

COREO CORE1

CORE2 CORE3

Memory contention describes the amount of time a core must wait before
accessing memory. A rudimentary model of stacking memory contention is
depicted in Figure 6. In this example, four cores send simultaneous requests to
access shared memory. For the sake of simplicity, we will assume that core 0 sent
request 0, core 1 sent request 1, and so on. The result is memory contention
stacking between each request. Request 0 experiences no contention and is
able to access memory immediately, while request 3 experiences high contention
as it waits for all of the previous requests to finish. This bottleneck may be
further exacerbated depending on the significance of each memory access to the
current software application. If the process that core 0 is working on relies
on the completion of core 3’s task to proceed, part of the system may sit idle
for a significant amount of time. Of course, actual simulated behavior is more



complex and nuanced, but the underlying principles from this simple example
still apply.

Various hardware and software strategies can be used to alleviate memory
bottlenecks. In the case of software prefetching, the system attempts to pre-
dict areas of memory that will be needed by a future computation [21]. This
can reduce the number of concurrent memory access requests, thereby reducing
memory bottlenecks. Another approach, known as memory affinity, involves a
NUMA arrangement where data is organized with the intent to maximize local
memory accesses. [21]. Despite these mitigation strategies, the elimination of
memory bottlenecks still presents a grand challenges in computer system design.
Furthermore, the early detection of memory performance problems is valuable
in the system design life cycle.

3 Simulation & Visualization

Visualization is a powerful tool used in a wide variety of disciplines. In the
context of scientific research, visualization provides two unique benefits: pre-
sentation and exploration [31]. Presentation allows complex information to be
shared in a digestible manner. For example, a graph might condense hundreds
or thousands of rows in a spreadsheet into one simple figure that clearly displays
a trend in the data.

Exploration enables researchers to examine their findings from different per-
spectives to gain new insights. Good visualizations communicate complex in-
formation in an efficient manner [31]. They provide a layer of abstraction above
the raw data to aid in the interpretation of the information.

3.1 Visualization of Hardware-level Simulations

In this section, we provide a brief overview of visualization tools that exist for
hardware-level simulation.

Computers have grown exponentially in complexity over the past several
decades [19]. Various tools for designing computer hardware have been devel-
oped to meet this demand. As a result, there exists a hierarchy of abstraction
levels in the hardware design space [13]. This systematic approach exposes only
the most relevant design details at each phase in the process.

Individual transistors are considered at the transistor level, while groups of
transistors that form logic gates are used at the gate level [13]. These tech-
niques alone are can be used to construct very simple digital circuits. For com-
plex microprocessors, however, higher level design tools are necessary. At the
register-transfer level, system designers consider where data is stored and trans-
ported between areas known as registers [13]. At the behavioral level, hardware
description languages (HDLs) such as Verilog and VHDL are used to define the
circuit’s high-level operating behavior [13].

A common form of visualization used in the hardware design field is the
waveform viewer [13]. Waveform visualizers plot analog or digital signals over



time, allowing for extremely low level analysis of a system. GTKWave is an
open-source tool for viewing HDL simulations in various formats [2]. There is
also a wide range of commercial simulation waveform visualizer tools such as
Verdi from Synopsys [28], the Questa Visualizer from Siemens [25], and Virisium
Debug from Cadance [7].

3.2 Visualization of System-level Simulations

This section briefly describes some of the existing system-level simulation and
visualization tools that are related to our work.

The proliferation of several computer system architectures has brought about
the development of architecture simulators such as gem5 [15]. The gem5 simu-
lator can simulate various computer architectures as well as other common com-
ponents such as memory [15]. Using the gem5 simulation engine, applications
and operating systems interact with simulated hardware to provide statistics at
the cycle level [15].

There has been development towards improving interoperability between
the gemb simulator and SystemC transaction-level models [18]. This allows
gemb simulations to utilize external TLM modules such as DRAMSys to provide
enhanced design space exploration opportunities [26].

The SycView project provides timing diagram visualization and performance
statistics for loosely-timed SystemC simulations [6]. Key simulation events are
recorded in a trace file which is then loaded into a graphical visualization tool
to display a timing diagram of all the events and platform statistics [6].

Impulse VP includes a SystemC TLM-2.0 debugger and transaction flow
visualizer that supports various views and plot types [30]. It reads SystemC
transaction traces from a CSV-like database file for analysis and visualization
[30].

Visualization tools exist for virtual prototyping [27], examining memory
behavior [26], and signal analysis [16]. However, to the best of our knowl-
edge, we are not aware of any software built specifically for visualization at the
transaction-level that is focused on memory contention in deep neural networks.

4 Memory Contention Visualization

Given the growing complexity of deep neural networks, and their prevalence
on resource-constrained systems, evaluating performance is a necessary step in
the design process. Memory contention visualization is useful for identifying
performance bottlenecks in a system. Our tool, Netmemvisual, enables memory
contention visualization at the system level.

Figure 7 displays the general structure of timing diagrams generated by Net-
memvisual. Each module (purple) represents a layer in the deep neural network.
Modules are arranged into horizontal collections called tracks (blue). Ideally,
these module operations occur in sequence, as they will be plotted one after
another in respect to the horizontal axis (simulated time). A subplot (green)



groups one or more related tracks together along the vertical axis. A collection
of one or more subplots can be plotted as a timing diagram (grey). Divid-
ing groups of tracks into many subplots may be necessary for long simulations,
where each subplot represents a small portion of the total simulated time.
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|
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Figure 7: Netmemvisual timing diagram structure

4.1 Requirements & Features

The goal of Netmemvisual is to aid in the analysis of DNN performance by ex-
posing memory bottlenecks. Our tool allows system designers to easily identify
performance bottlenecks early in the design process. We intend to aid in the
system platform exploration workflow in which different design approaches can
be quickly evaluated and iterated upon.

Netmemvisual supports a command-line interface (CLI) and a graphical user
interface (GUI). The CLI can be used for quick timing diagram generation and
automated batch processing. The GUI presents a more user-friendly interface
intended for exploring visualization techniques and configurations. The GUI al-
lows the user generate a timing diagram based on the currently specified param-
eters and optionally export a JSON configuration file for future use. Previously
saved configuration files can be imported for further editing.

4.2 System Overview

First, the user supplies a simulation trace log file. The log file is parsed to
display a list of modules to the user. The user arranges these modules into
tracks and subplots using the graphical user interface. The configuration file
is parsed to determine the layout of the timing diagrams as well as various
simulation parameters. Finally, a timing diagram of the simulation is generated

10



using the user-specified configuration and it is displayed to the user. Figure 8
shows a block diagram of this workflow.

Simulation Trace Trace File Graphical User Visualization Configuration Timing Diagram Timing
Log File Parser Interface Configuration File File Parser Generator Diagram

Figure 8: Netmemvisual visualization workflow

4.3 Software Architecture

This section describes the software architecture of Netmemvisual. We provide
a class diagram and a brief description about the purpose of each class.

Class diagrams are useful for determining the high-level structure and func-
tions of classes in a software project. The Unified Modeling Language (UML) is
the ISO standard for visual modeling applications [20]. Figure 9 shows a UML
class diagram of Netmemvisual.

TracePlot Module NamedTuple

I+ log: Lo +name: st
|+ config: Config +num_reads: int
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+append_operation(str, sir, Operation)
raw()

OperationList Operation | [ Computation |
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+ components:lsfobject]
+ subp + add_track + set_params(nt, in)
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+ remove(object) +remove() +remove()

Figure 9: UML class diagram of Netmemvisual

The purpose of each class in the UML class diagram is briefly summarized
below.

e TracePlot: Backend for tracing log files and plotting timing diagrams

e Log: Represents a simulation trace log file

Config: Represents a timing diagram visualization configuration

Module: Stores timing data and parameters for each module found in the
log file

11



e OperationsList: Stores a list of memory accesses (reads and writes) and
processor computations for a given module

e Operation: Stores starting times and lengths of memory accesses as well
as the amount of contention experienced (if enabled)

e Computation: Stores the length of processor computations

e NetmemvisualGUI: Responsible for presenting a graphical interface to the
user

e NetmemvisualUI: Organizes the various user interface panels

e ModulesPanel: Organizes the user interface widgets in the modules panel
e SubplotsPanel: Organizes the user interface widgets in the subplots panel
e Parameters: Organizes the user interface widgets in the parameters panel

e Container: A wrapper class to interact with the tkinter application pro-
gramming interface (API)

e Subplot: Stores a collection of Track objects
e Track: Groups sequential modules together

e ModuleParameter: Specifies the number of memory reads and writes per
image for a module

Both the command-line interface (CLI) and graphical user interface (GUI)
versions of the tool share the same backend (TracePlot) for timing diagram gen-
eration. The Netmemvisual GUI relies on the tkinter module, which provides
a Python interface to the cross-platform Tcl/Tk GUI toolkit [23]. We use the
matplotlib visualization library to display timing diagrams [17]. The library
supports a wide variety of configuration options, which allows us to experiment
with various visualization styles and techniques.

4.3.1 Design Challenges

This section describes some of the software design challenges we encountered
while developing Netmemvisual.

Interacting with the tkinter application programming interface (API) brought
about difficulties in properly managing application state. Specifically, we had
trouble ensuring that when graphical widgets were destroyed, their underlying
application data was also disposed of. This caused discrepancies between what
was displayed to the user and the internal visualization configuration that was
stored in the application and later exported. We implemented the ‘Compos-
ite’ design pattern, which was created to address issues where both individual
objects and compositions of objects must be treated the same externally [11].

12



4.4 Graphical User Interface (GUI)

The graphical user interface (GUI) provides a user-friendly and approachable
interface for interacting with Netmemvisual. The GUI consists of three distinct
panels for configuring visualizations: (1) Modules, (2) Subplots, (3) Parameters.

File
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COI""lliz conv6_1 1
relul convé_1_relu
pooll TILE|conve conv6_2 SIMULATION
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pool2’ f7imboxloc WORD LATENCY (ps)
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Figure 10: Netmemvisual graphical user interface (GUI) overview

Once a simulation trace log file has been loaded into the GUI, the ‘Modules’
panel populates with a list of all modules found in the log file. One or more
modules can be selected at a time to be used in the next panel.

MODULES
relué A
fc7
relu7
convé_1
fc7_mbox_loc
fc7_mbox_conf
fc7_mbox_priorbox
convé_1_relu
fc7_mbox_loc_perm
fc7_mbox_conf_perm
conv6_2
fc7_mbox_loc_flat
fc7_mbox_conf_flat
convé_2_relu
conv7_1
conv6_2_mbox_loc
conv6_2_mbox_conf

Figure 11: Netmemvisual GUIL: Modules panel

The ‘Subplots’ panel is used to configure the arrangement of the selected
modules in the diagram. Once the desired module(s) are selected in the ‘Mod-
ules’ panel, they can be added to a new track in the ‘Subplots’ panel. Each
subplot is displayed in its own tab for easy navigation.

The ‘Parameters’ panel contains three subpanels: (1) Display, (2) Simula-
tion, (3) Module Reads & Writes Per Image. The first section specifies the
image number to display and the maximum number of subplot rows that will
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X
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Figure 12: Netmemvisual GUI: Subplots panel

be used before a new column is created. The second section allows the user to
configure simulation parameters such as contention-aware modeling and mem-
ory latency parameters. The third section is used to specify the number of reads
(inputs) and writes (outputs) per image for a given module. Modules that are
not configured here will have a default of 1 read and 1 write per image.

DISPLAY

PARAMETERS

IMAGE NUMBER
o
MAX ROWS
1

SIMULATION

CONTENTION
v ENABLE/DISABLE
DELAY (ps)
50
WORD LATENCY (ps)
625

'MODULE READS & WRITES PER IMAGE—

fc7_mbox_priorbox 2 1

x|

Figure 13: Netmemvisual GUI: Parameters panel

A visualization based on the current configuration can be previewed through-
out the diagram building process. The configuration can be exported as a JSON
file for future use. An existing configuration file can also be loaded into the GUI

for further editing.
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4.5 Contention Visualization

We run TLM simulations in the loosely-timed (LT) style, which can be use-
ful for determining relative module timing and ordering. However, without
memory contention information, the visualization does not convey the net-
work’s simulated performance. In order to gain a more detailed understand-
ing of a DNN’s performance bottlenecks, we must simulate detailed TLM-2.0
approximately-timed or cycle-accurate RTL. Alternatively, we can use the TLM-
2.0 loosely-timed contention-aware (LT-CA) modeling style for simulation speed
similar to loosely-timed (LT) models, and the memory contention accuracy of
approximately-timed (AT) models [4]. These simulations model hardware /soft-
ware interactions much more accurately and can be used to identify memory
bottlenecks.

Table 1 defines the colors used to represent various TLM operations in the
following timing diagrams. Memory contention is only plotted if the simulation
supports it. Simulated time in milliseconds (ms) is plotted along horizontal axis,
while module tracks are plotted on the vertical axis.

Operation Type Color
Memory read light green
Processor computation | dark green
Memory write blue
Memory contention red

Table 1: Timing diagram legend

5 Results & Visualizations

In this section, we present experimental results for Netmemvisual. We provide
platform setup information and visualizations of two state-of-the-art deep neural
networks. We also provide some analysis of the generated timing diagrams.

5.1 Model Generation

We utilize Netspec [4], a tool for automatically generating SystemC code for
DNNs built with the Caffe deep learning framework. Netspec allows us to
quickly generate TLM simulations with a variety of different parameters for
testing with Netmemvisual. However, Netmemvisual is designed to accept trace
log files with a relatively generic syntax, which is not exclusive to SystemC
models generated by Netspec.

5.2 Simulation Setup

We use SystemC 2.3.4-Accellera for model simulation and OpenCV 3.4.1 for
high performance computer vision functions.
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5.3 Experiment Setup

We explore visualization techniques by running several simulations of two dif-
ferent networks with varying parameters. We visualize different sections of the
network with a focus on areas with high parallelism. Results are validated by
confirming the generated timing diagrams reflect the intended transactions in
the trace log files.

5.4 GoogLeNet Results

The structure of the GoogLeNet network is quite complex, meaning there are
quite a few areas of interest for performance analysis. The parts of the network
we choose to study are those with high degrees of parallelism, as these sections
are likely to encounter high levels of memory contention as a result. There are
nine portions of the network, known as ‘inceptions’, in which several modules
work in parallel. This can be seen in Figure 2 where the network is three
to four modules wide. These inceptions happen sequentially (‘inception 3a’,
‘inception_ 3b’, ‘inception 4a’, ‘inception 4b’; etc.), with some processing that
happens in between each inception that is not included in our diagrams.
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Figure 14: GoogLeNet timing diagram without contention (image #1/1)

A timing diagram of a GoogLeNet TLM-2.0 LT simulation that does not
model memory contention is shown in Figure 14. Without contention data,
our visualization does not show where the network experiences performance
bottlenecks. However, contention-aware TLM visualizations reveal the extensive
memory contention experienced in the highly parallel inceptions of this network.

A contention-aware TLM simulation of GoogLeNet (TLM-2.0 LT-CA), de-
picted in Figure 15, shows a much more accurate representation of its perfor-
mance. This diagram reveals that every track experiences a significant amount
of memory contention. A clear trend across all nine of the plotted inceptions is
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Figure 15: GoogLeNet timing diagram with contention (image #1/1)

stacking memory contention at the start of the subplot. Due to the underlying
SystemC implementation of the network, track ‘1x1’ always starts its memory
read first, followed by ‘3x3’, ‘5x5’, and ‘pool’.
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Figure 16: GoogLeNet timing diagram with contention (image #100/100)

Figures 14 and 15 are visualizations of GooglLeNet processing one image.
Simulations of many images help us understand the long-term behavior charac-
teristics of a DNN. Figure 16 is a timing diagram of the last image processed in
a sequence of 100 images. By this point in the simulation, the model is experi-
encing extremely high levels of memory contention. Due to the high amounts of
memory contention, it is difficult to see many of the read, compute, and write

17



operations in the diagram. A unique feature of this diagram is the presence
of several empty gaps between operations. More investigation is necessary to
determine the cause of these gaps.

The critical path of a network is important to consider when evaluating
performance. In our timing diagrams of GoogLeNet, the critical path of every
inception is the longest horizontal bar on each subplot. This is significant be-
cause it is this track that the rest of the system must wait on before finishing
the inception. If a track becomes the critical path because of severe memory
contention, that might signal to system designers where performance should be
optimized.

5.5 Single Shot MultiBox Detector (SSD) Results

Using Netspec, we generate SystemC model files for SSD and simulate object
detection. We present our visualization result for an interesting part of the
network in which several modules execute in parallel.

fc7
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e ======

o prorox [ 7 S R |
; [ | N B ==
=

62 64 856 En 870 72 874
Simulated time (ms)

Figure 17: SSD ‘fc7’ timing diagram with contention (image #1/1)

The section of the network shown in Figure 17 is titled ‘fc7’. Our visualiza-
tion reveals that SSD experiences significant memory contention in this part of
the network. A notable feature of this timing diagram is the cascade of mem-
ory read start times as we look down the diagram. The first track, ‘conv6’
starts a memory read immediately. The second track, ‘mbox loc’ must wait
until ‘conv6’ finishes accessing memory before it can start its read. This trend
continues with each subsequent track in ‘fc7’, meaning that ‘mbox priorbox’
experiences the most memory contention before its first memory read. This
memory contention pattern seems to reflect the basic memory contention stack-
ing principle described in Figure 6.
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6 Conclusion

The ever-growing complexity of hardware and software drives the need for ad-
vanced system-level modeling and analysis. Accurate deep neural networks
(DNNSs) require significant computational resources and memory bandwidth.
Resource-constrained platforms, such as embedded systems, present many chal-
lenges when designing complex computer systems.

Various transaction-level modeling (TLM) styles have been developed to
model and simulate hardware at different abstraction levels. TLM enables sys-
tem platform exploration and the identification of memory bottlenecks early in
the design process.

Netmemvisual is a visualization tool for plotting timing diagrams of loosely-
timed TLM simulations. It supports a command-line interface (CLI) for quick
visualizations and a graphical user interface (GUI) to help users configure tim-
ing diagrams. Netmemvisual is useful for quickly evaluating performance bot-
tlenecks such as excessive memory contention. This information can be used
during the computer system design and optimization process.

We study two state-of-the-art neural networks for memory contention visu-
alization: (1) GoogLeNet and (2) Single Shot MultiBox Detector. Experimental
results show significant amounts of memory contention in these two deep con-
volutional neural networks.

6.1 Future Work

In the future, we plan to run more experiments with different DNNs for con-
tention visualization and performance analysis. In addition, we would like to
expand Netmemvisual’s functionality using automation and statistical analysis
with the goal of creating a TLM simulation performance profiler.
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A  Appendix

A.1 Netmemvisual Test Case

Figure 18 depicts a waterfall timing diagram of the entire Googl.eNet network.
It serves as a stress test for Netmemvisual, as we plot the entire network struc-
ture, rather than specific sections of interest. The configuration file for this
diagram was created manually using a text editor.
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Figure 18: GoogLeNet timing diagram waterfall with contention (image #1/1)

A.2 Trace Log File Syntax

This section provides a technical description of the trace log file syntax that
Netmemvisual expects.

RD 86126749384:000223 conv6_1 @ 213173120 1478656 bytes
sending delay @

conv6_1 comp delay 94633984

WR 86410836168:000226 conv6_1 @ 214651776 369664 bytes
sending delay 473724416

Listing 1: Truncated and annotated TLM simulation trace log file (SSD)

A small section of a TLM simulation trace log file, shown in Listing 1, will be
referenced when discussing log file syntax. Netmemvisual analyzes the supplied

22




trace log file, looking for the following three operation types: (1) Memory read,
(2) Processor computation, (3) Memory write.
Netmemvisual accepts trace log files with the syntax defined below.

1. Keyword Definitions
e [OP_TYPE]: Type of memory access operation; acceptable values: RD

for read or WR for write

e [TIMESTAMP_PS]: Start time of the operation in picoseconds (ps);
amount of time that has passed since the TLM simulation started

e [MODULE]: Name of the module involved in the memory access or
computation operation

e [SIZE]: Operation size in bytes; used in conjunction with the config-
uration file to determine the length of this memory operation

e [DURATION_PS]: Length of a compute operation or memory contention
event in picoseconds (ps)

[...]: Extra simulation data that is not relevant to Netmemvisual
(such as memory addresses)

2. Memory Access Syntax

e [OP_TYPE] [TIMESTAMP_PS]:[...] [MODULE] @ [...] [SIZE] bytes
sending delay [DURATION_PS]

3. Processor Computation Syntax

e [MODULE] comp delay [DURATION_PS]

A.3 Visualization Configuration File Syntax

This section provides a technical description of the JSON visualization configura-
tion file that Netmemvisual requires. The purpose of the config file is to specify
various visualization settings including the graphical layout of modules and sub-
plots in the diagram, simulation-specific parameters, and module configuration.

As shown in Listing 2, there are four sections in a config file that our tool
expects: (1) display, (2) data, (3) subplots, (4) modules. Sections 1-3 are re-
quired, while 4 is optional as it depends on specific module parameters. The
display section configures the image number to display and the grid layout of
subplots in the diagram. The data section describes the TLM configuration,
including contention-aware modeling and memory timing data. The subplots
section describes the layout of the modules into tracks and subplots on the dis-
played diagram. The modules section configures individual module parameters
relevant to the visualization, specifically the number of memory reads and writes
per image.
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"display": {
"image_num": O,
"max_rows": 1

}I

"data": {

"contention": true,
"delay_ps": 50,
"word_latency_ps": 625
o
"subplots": {
"fc7": {

"conve": [
"conv6_1",
"conv6_1_relu",
"conv6_2",
"conv6_2_relu"

g

"mbox_loc": [

"fc7_mbox_loc",
"fc7_mbox_loc_perm",
"fc7_mbox_loc_flat"

]l

"mbox_conf": [
"fc7_mbox_conf",
"fc7_mbox_conf_perm",
"fc7_mbox_conf_flat"

]I

"mbox_priorbox": [
"fc7_mbox_priorbox"

1

}

o

"modules": {
"fc7_mbox_priorbox": [

2,

1

Listing 2: Example JSON configuration file for SSD ‘fc7’
The purpose of each visualization configuration option is summarized below.
1. display

e image_num: Image number to display in the visualization. (integer
>=0)

e max_rows: Maximum number of rows to populate with subplots before
creating a new column. A number that is multiple of the total number
of subplots works well here. (integer > 0)

2. data
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e contention: Enable or disable contention plotting, depending on the
TLM simulation log file used. (boolean)

e delay_ps: Memory access delay in picoseconds (integer)

e word_latency_ps: Memory word latency in picoseconds (integer)
3. subplots

e This field accepts a list of one or more subplot dictionaries in the
following format:
"subplot@": {
"track®": ["module@","modulel", "module2"],
"trackl": ["module3", module4"]
}

e A subplot dictionary consists of one or more track dictionaries to be
plotted together. Each track dictionary contains an array of one or
more module names that will be plotted on the same horizontal axis
in the diagram.

4. modules

e This field accepts a list of one or more module parameter dictionaries
in the following format:
"module@": [1, 0],
"modulel": [2, 1]

e The first value in the array is the number of memory reads per image,
while the second is the number of writes per image. Any modules
that are not configured in this section will default to 1 read and 1
write per image.
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