A C H A PM A N Chapman University Digital
AN UNIVERSITY Commons

Business Faculty Books and Book Chapters Business

1997

Exchange Rate Regimes and International Trade

Reuven Glick

Clas Wihlborg
Chapman University, wihlborg@chapman.edu

Follow this and additional works at: https://digitalcommons.chapman.edu/business_books

b Part of the International Business Commons, and the International Economics Commons

Recommended Citation

Glick, R., & Wihlborg, C. (1997). Exchange rate regimes and international trade. In Benjamin J. Cohen (Ed.),
International Trade and Finance: New Frontiers for Research (pp. 125-156). Cambridge, UK: Cambridge
University Press.

This Book is brought to you for free and open access by the Business at Chapman University Digital Commons. It
has been accepted for inclusion in Business Faculty Books and Book Chapters by an authorized administrator of
Chapman University Digital Commons. For more information, please contact laughtin@chapman.edu.


https://www.chapman.edu/
https://www.chapman.edu/
https://digitalcommons.chapman.edu/
https://digitalcommons.chapman.edu/
https://digitalcommons.chapman.edu/business_books
https://digitalcommons.chapman.edu/business
https://digitalcommons.chapman.edu/business_books?utm_source=digitalcommons.chapman.edu%2Fbusiness_books%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/634?utm_source=digitalcommons.chapman.edu%2Fbusiness_books%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
https://network.bepress.com/hgg/discipline/348?utm_source=digitalcommons.chapman.edu%2Fbusiness_books%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:laughtin@chapman.edu

CHAPTER 5

Exchange rate regimes and
international trade

Reuven Glick and Clas G. Wihlborg

5.1 Introduction

irical applications of the theory of exchange rate regime choice and
mal currency areas typically have involved estimating the effects of
ange rate risk on international trade flows. A finding that a measure
reater exchange rate risk or variability dampens the volume of inter-
onal trade is interpreted as evidence against the desirability of adopt-
floating rate regime (Cushman 1983, 1986; Akhtar and Hilton 1984;
en and Rodrik 1986). In actuality, it has proven difficult to establish
ipirically an unambiguous relation between exchange rate risk mea-
res and trade flows, or a clear correspondence between a country’s
change rate regime and the level of risk.

There are several reasons why research has failed to establish clear
ations among risk, exchange rate regimes, and trade flows. First, the
ation between exchange rate variability and risk exposure under dif-
rent exchange rate regimes is tenuous. If, for example, exchange rate
ctuations work to stabilize output in a country subject to aggregate
mand shocks, a firm’s overall uncertainty about macroeconomic
ocks may decrease rather than increase with increased exchange rate
ariability. Thus, greater exchange rate variability does not necessarily
imply greater exposure to risk. Second, the time variation in the subjec-
e evaluation of risk is hard to capture with empirical proxies. This
fficulty is particularly acute under pegged exchange rates when ex-
ange rates change infrequently, but uncertainty exists about continued
aintenance of the peg.

~ To overcome these difficulties, in this essay we analyze the empirical
lation across countries between exchange rate risk, exchange rate re-
gimes, and international trade, using a measure we call “exchange rate
flexibility” to characterize each country’s exchange rate regime. Rather
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ariations in nominal profits, and find it costly to fully hedge exposure
change rate risk. In this model, an increase in exchange rate volatil-
ncreases the risk facing traders and shifts both export sup'p.ly gnd
port demand curves back, resulting in a decrease in the equilibrium
tity of traded goods. ' o
e hypothesis that exchange rate volatility has a neggtlve 1nﬂ.uen(‘:e
nternational trade flows has been subject to empirical testing in
merous studies.” However, these empirical analyses have. in general
en unable to establish a significantly negative relationshlp between
.asured exchange rate volatility and the volume of interna‘uongl trgde
time-series regressions. Hooper and Kohlhagen (1978), estimating
octs on bilateral U.S. trade flows, rejected the hypothesis that ex-
k ge risk discourages the volume of trade. This was supported by an
ernational Monetary Fund survey (1984) of work in the early 1980§.
shman (1983) estimated 16 bilateral trade equations and founq evi-
ce that exchange risk had a significantly negative effect on trade in six
es and a significantly positive effect in two cases. In a later. study
1986), he analyzed the effect of exchange rate risk fpr U.s. pllateral
ports to its six major trading partners, while controlling for risk asso-
d with third-country currencies. Across various specifications and
mple periods, less than half of the coefficients on exchz-lnge rate risk
re ever significantly negative. The evidence from gravity models of
eral trade flows is more mixed. Thursby and Thursby (1987) find
me support for the hypothesis that exchange rate flexibility Qiscour-
es the volume of trade; however, Brada and Mendez (1988) reject the
pothesis. .
Some have argued that by focusing on multilateral rather than b1l.at—
ral trade flows, misspecification problems arising from not including
ative prices involving third country importers and exporters can be
oided. However, studies using multilateral trade flows have provided
0 more conclusive evidence. Ahktar and Hilton (1984) reported signiﬁ—
ntly negative effects of exchange rate risk on U.S. and German multi-
eral exports and German multilateral imports, while Gotur (1985),
er updating their work, found a significant negative effect for German
nports only, and significantly positive effects on multilateral U.S.-ex-
rts and Japanese imports. Kenen and Rodrik (1986) analyzed multilat-
il manufacturing imports for eleven industrial countries and found a
nificantly negative effect in only four cases.’ Bailey, Tavlas, agq Ulan
86, 1987) found no significant effect of exchange rate volatility on
ltilateral exports of industrial countries.
Some have suggested the need to disaggregate trade by goods sectors
order to avoid the aggregation problems that arise when sectors are

than reflect only exchange rate volatility per se, this exchange
flexibility-measure scales actual exchange rate variability by the
pressure put by macroeconomic shocks on the exchange rate. Thy
reflects the share of exchange market pressure that is not offse
(unsterilized) intervention, but is allowed to be transmitted into a
exchange rate changes. This measure better captures the risk charg
istics associated with a country’s exchange rate regime.!

We utilize this measure in estimates of price and income elasticitie
export and import volumes across countries and exchange rate regi
We argue that there is less ambiguity about the relation between
change rate risk and trade elasticities than about the relation betwi
exchange rate risk and trade volume levels. The cross-country appro
obviates the need to construct time-dependent country-specific meas
of risk and regime that have been shown as difficult to captu
empirical proxies. Moreover, since we expect more variation in both
and regime across countries than across time for any individual coun
the cross-country approach potentially provides greater power in emy
cal tests. ;

The plan of the essay is as follows. Section 5.2 discusses the rela
between exchange rate risk, exchange rate regimes, and trade vol
elasticities. It also motivates the specification of our empirical t
Section 5.3 describes our data and our estimation procedure invols
pooled cross-section times-series equations for U.S. bilateral export
import volumes vis-a-vis its thirty largest trading partners over th
riod 1980 to 1993. In these pooled regressions we utilize a measur
bilateral exchange rate flexibility for each country relative to the Un
States over the period. Section 5.4 presents the results, including test
whether cross-country variations in income and price elasticities dep
on cross-country differences in the degree of exchange rate flexibility
Section 5.5 we discuss how factors other than exchange rate reg
related risk may influence the relation between exchange rate regi
and trade volume elasticities. Conclusions follow in Section 5.6.

5.2 Exchange rate regime, risk, and trade flows

5.2.1 Empirical literature

The literature on the relation between exchange rate volatility and in
national trade typically argues that exchange rate volatility imposes ¢
on risk-averse firms who generally respond by favoring domestic o
foreign trade at the margin. Hooper and Kohlhagen (1978), for exam
formulate a model of exporting and importing firms who are risk-ave
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jatively higher instead. Thus, ov_erall uncerj[ainty aboutd'rfréacro;
onomic conditions is reflected in dlfferer.lt varlables.u.nder i ereC?
gimes, and is not necessarily correlated with (unconditional or condi-
nal) exchange rate variability.! The problem of pro.perly1 mee'isurg;lg_
change rate regime-related risk is compounded. by d}fﬁ(:u ties 1tn‘§Ons
ructing a time-series measure of exchange rate risk, since expecta

i ly difficult to measure.
‘e\ilneh:;rlit tyo overcome these difficulties by apalyzing cross-country
riations in trade flow responsiveness under different exchang}e ratei
gimes, and by utilizing a continuous rpeasure.of the de'grefe‘of bi atera
change rate “flexibility” over long time perlqu .fgr 1nd1v1d1\1;1]' ;03?-
ies, rather than focusing on exchange rate variability alone. 1; 1?
exibility measure, we hope to obtain an 1mprqveq proxy.for lt teazz
hange rate regime-related risk faced by firms in mternatllqna tr i.
nother difference between our approach a}qd the surveyed 1ter§ u;e S
at we investigate how trade flow elastlc1t}es, rather than trade flow
vels, are affected by the exchange rate regime.

exposed to exchange risk to different degrees. Maskus (1986), for
ample, examined real exchange risk effects on U.S. bilateral trade w
four countries, disaggregated into nine industry sectors. Of his 64 ¢
mated equations, only 26 had significantly (at a 10 percent level) negat
coefficients on exchange rate risk. Klein (1990) analyzed the effec ,
real exchange rate variability on the proportions of U.S. bilateral expo
to seven major trading partners, disaggregated into nine goods cate
ries. In contrast to the results of Maskus, he found that in five of 1
categories the volatility of the real exchange rate significantly and po
tively affected the value of exports; this effect was significantly negati
only in one category. .
Others have argued that the empirical trade effects of exchange r
risk are sensitive to the statistical techniques employed and have sy
gested alternative methodologies. However, these results are nonrob
as well. For example, Koray and Lastrapes (1989) and Lastrapes. an
Koray (1990) estimate vector autoregressions of trade levels and the
determinants; they find little or no effect of exchange rate volatilit
trade. Ultilization of time series techniques that take into account th
international trade and its determinants may be nonstationary integrat
variables has not provided unambiguous results either. For examp
Asseery and Peel (1991) and Arize (1995) estimate error correcti
models with co-integrating long-run relationships between trade, out
and relative prices. In the former paper, exchange rate risk was foun.
have a positive effect on exports, whereas in the latter the effect Wi
found to be negative. Gagnon (1993) parameterizes a theoretical mod
of trade under uncertainty and demonstrates that exchange rate variab
ity of the magnitude typical among industrial countries during t
floating rate period has an insignificant effect on the level of intern
tional trade. }
Our brief review of the empirical literature indicates that time-seri
analyses have not been successful in establishing a robust relation
tween exchange rate risk and international trade. As noted in Sectio
5.1, there are several reasons for the lack of an unambiguous relations
between the exchange rate regime, exchange rate risk, and trade. Fi
an increase in (nominal or real) exchange rate risk need not be assoc
ated necessarily with an increase in uncertainty about macroecono
conditions. For example, an increase in exchange rate variability ass
ated with the shift to a more flexible exchange rate regime may.
accompanied by a reduction in other kinds of risk in the form of lov
inflation, interest rate, or output variability. Conversely, although
change rate variability may be low under a fixed exchange rate regim
uncertainty about inflation, interest rates, or aggregate demand may

: 5.2.2 Empirical specification and hypotheses

o motivate our empirical specification and hypqth(?ses tests, conslder1
e following basic equations from a partial equilibrium mqqel for. rc(elat
S. exports (X) to, and U.S. imports'(M) from, country j in perio
agged variables are omitted for simplicity):

5.1a)
X = xy+ x,P + X, Y + € (

M, =m;+ my Py + myYyg + € (5.1b)
here P; denotes the relative price of traded goods between the Urilted
tates and country j, and is synonymously. referred to as the' rea ex;
hange rate (with a rise in P corresponding to realn appre.cm'uor}L o

currency j against the dollar); Y denotes reall GDP in the 1r?gqr Illrtlsg
ountry; €, Eyy ATE SITOT tETmS; anq xyand my, i=c,y,p, are coeb c.1et
\Il variables are in log form, implying that the coefficients can be mter

reted as elasticities. The coefficients are subscrip?ed by country j as well
as by time ¢ because exchange risk and other regime characterls‘u.cs alle
sumed to vary across countries.’ In order to focus on the: deter.mman csl
f elasticities, we abstract here from third-country relatné/e prices an

onprice factors, which may also affect trade flow Volumes. We focus on
he cross-country determinants of the x; and mn; coefficients, anq do no;
nclude a time-varying measure of exchange risk, for reasons discusse

above. It is assumed that each of these coefficients can be decomposed
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rters’ supply elasticities. In other words, in the U.S. export equation
2a) the cross-country variation in the Z-dependent part of the x,, x,-
efficients can be associated primarily with the variation in U.S. export-
s supply responses to changes in P; and Y, across destination countries
th different exchange rate regimes. In the U.S. import equation (5.2b),
variation in the m,,, m, -coefficients can be associated largely with
e variation across countries in foreign exporters’ supply responses to
anges in P; and Y.
Specific hypotheses about the signs of the x,,, m,, i = p, y, coefficients
(5.2a) and (5.2b) require further discussion of the relation between
port supply elasticities with respect to P and Y and risk under different
change rate regimes. Because product supply decisions generally re-
ire capital investments, this relation can be better understood by con-
ering how risk affects the elasticity of the desired export-geared
pital stock with respect to changes in expected return. Assume, for
ample, that changes in P, and Y; affect the expected relative return (R;)
the capital stock K; held by U.S. firms that is geared to exports to
ountry j, and that the riskiness of this return can be attributed to
ountry-specific factors Z,.
The irreversibility of investment provides one argument why the re-
n elasticity of investment (dK/dR;)(R/K;) and hence the price elastic-
y of export supply declines with greater uncertainty about the returns to
porting. If investment is irreversible, there is an “option” value of
iting that renders firms cautious about exiting and giving up on invest-
nents in foreign markets or investing in entering new markets. With
reater uncertainty about the exchange rate and other determinants of
westment and supply, the option value of not acting increases. The
ncreased reluctance of firms to deviate from the status quo implies in the
ggregate a decline in the elasticity of the capital stock and export supply
ith respect to the real exchange rate (P,) and the importing country’s
iDP (V).
A second argument for reduced elasticities is obtained if one inter-
ts the determination of the capital stock K as a portfolio decision.
he determination of the desired level of K; and hence exports to coun-
'y J then can be interpreted as similar to a portfolio decision by U.S.
ivestors about how many shares of capital, K, to hold." Clearly, if risk
elated to exchange rate regimes were irrelevant for U.S. investors, then
e capital associated with exporting to different markets would be per-
ct substitutes and the desired K; would be infinitely elastic with respect
R;; that is, (dK/dR)(R/K)) would tend toward infinity. If the capital
ocks associated with exporting to different markets are not perfect
bstitutes, then the higher the country-specific risk associated with

into a component that is common across countries and a country-spe
component that depends on the risk regime and other characterist
country j, captured by a vector Z;’

Xy =Xy + X2, i=c,p,y

my=m,+my,Z, i=cp,y

iz

The x,,, m;,-coetficients, for i = p, y, reflect the “usual” trade elastici
for relative price and income changes. For each country j, it is hypo
esized that an increase in the real price of the country’s currenc
creases U.S. bilateral exports to the country (x,, > 0) and decreases
bilateral imports from the country (m,, < 0), while an increase i
importing country’s income increases its bilateral imports (x,,, m,,

The coefficients x,,, m,,, i =c, p, y, reflect the effects of country-sp
risk and other exchange rate regime-related characteristics. (Where p
sible, we suppress reference to the “/” subscript from now on.)
typical presumption that the level of trade flows decreases with
degree of exchange rate risk because of, for example, greater transact
or other costs, implies that the intercept terms depend negatively o
that is, x.,, m., < 0.* However, as is well-known, uncertainty about i
ences on product demand and supply may have a positive impact
firm’s desired capital stock and, therefore, on supply: Because pr
tend to be multiplicative in factors shifting demand and supply funct
the expected value of future profits can depend positively on the varian
of these factors.” For this reason the effect of uncertainty about exchar
rates and other factors influencing export supply and import demand
ambiguous on theoretical grounds.

In our analysis, we emphasize the cross-country effects of exch
rate regime-related risk on price and income elasticities as well: th
Xpzs Myes X, My, # 0. Supply elasticities with respect to price, P,
income, Y, should be relatively sensitive to country characteristics a:
ciated with risk and exchange rate regimes because supply decis
generally require investments in capital and other resources neces
for expanding capacity, adapting products to foreign markets, and de
oping marketing and distribution networks, particularly for manu
tures. Because these investment costs are usually irreversible,
considerations about future prices are particularly important in su
decisions. Since demand decisions occur without any significant com
ment of resources over time, risk considerations are of lesser impor
for demand responses.

This discussion implies that the variation in the Xipy My, I =P
clasticities across countries is attributable primarily to variations in
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Xeo ¥ XeyZi + X, Py + X, PyZ + %,V + X, Y, 2, + €, (5.3a)

country j, the less substitutable is K; for capital geared to exports to ot o pail i

countries, and (dK/dR))(R/K}) declines.

These arguments imply that, across U.S. exports to countries w
different risk and exchange rate regimes, the export elasticity coefficie
in (5.2a) will decrease as country-related risk, Z;, increases; that is, x,, <
i=p,y. Analogous arguments can be made for U.S. imports. Therefo
we expect the export supply response to decrease (in absolute value)
country-related risk, Z,, rises; that is, lm,,| <0 and m,, <0.

Beyond risk considerations, other differences across countries, such
in wage-price rigidities, market structure, and so forth, might also affe
foreign exporters’ supply responses. Only with the assumption that the
factors are independent of exchange rate regime and risk can we una
biguously hypothesize that the elasticities m,,, m,, are decreasing
exchange rate regime-related risk. This is our working hypothesis, b;
to the extent that price and wage rigidities vary across countries, U
bilateral imports provide a less clear test of the relation between elasti
ties and exchange rate regime-related risk. For this reason, U.S. bilater
exports rather than imports are more likely to reflect variations in ela
ticities associated with regime-related risk. We return to this issu
Section 5.5.

The relation between risk and exchange rate regimes remains to
discussed. In the empirical analysis we employ two measures of cros
country risk: a traditional measure of exchange rate variability calculat
from the variance of exchange rate changes, and an alternative, exchan
rate “flexibility” measure. The option value of waiting and portfol
substitutability arguments suggest that a ceteris paribus increase in
change rate variability that raises risk should decrease the sensitivity-
international trade flows to changes in relative prices and income. Hoy
ever, as suggested in Section 5.2.1, from an overall macroeconomic pe
spective, greater exchange rate variability may imply less, rather th
more, risk for firms in international trade. If, for example, exchange ra
fluctuations work as an automatic stabilizer of aggregate real deman
shocks, overall uncertainty about macroeconomic shocks may decli
Conversely, with lower exchange rate variability the overall risk facin
firms in international trade may rise as it shows up more in fluctuatio r
in variables other than the exchange rate. Consequently, overall ris
could decline with our exchange rate flexibility measure.

We conclude this section with the specification of our estimatin
equations and statement of hypotheses based on the discussion above
Substituting (5.2a) and (5.2b) into (5.1a) and (5.1b), respectively, give
the following U.S. bilateral export and import equations: :

=My T Moy + MLy + my Pz + m, Yy +m, Yy Z, + €,

(5.3b)
In our empirical analysis we also consider other variables, but our
terest is focused on the coefficients in (5.3a) and (5.3b). Recalling that
denotes the real dollar price of currency j, Y, denotes income, and Z;
é‘fers to country j’s exchange rate risk, exchange rate regime, and other
ountry characteristics, the hypotheses are:

Hypothesis 1. x,,>0 and m,, <0; i.e., U.S. exports to (inllports. from)
ountry j increase (decrease) when the currency j appreciates in real
rms, relative to the dollar. .
Hypothesis 2. x,,> 0 and m,, > 0; i.e., U.S. exports (imports) increase
ith an increase in income in country j (United States).

exchange rate variability is positively associated with risk facing ex-
orters, for Z denoting exchange rate variability, we test the following
ypotheses:

‘Hypothesis 3a. X, <0 and x,, <0; i.e., the higher the exchange rate
ariability facing U.S. exporters, the lower is the U.S. export elasticity
ith respect to both the real exchange rate and foreign income.

 Hypothesis 4a. Im,| <0 and m,, <0;i.e., the higher the exchange rate
variability facing foreign exporters, the lower is the U.S. import elasticity
(in absolute value) with respect to both the real exchange rate and U.S.

Because of the suggested inverse relation between exchange rate
flexibility and the overall risk facing exporters, for Z representing the

Hypothesis 3b. x,, > 0 and x,, > 0; ie., the greater the degree of

Hypothesis 4b. Im, | > 0 and m,, > 0; i.e., the greater the degree of
xchange rate flexibility facing foreign exporters, the higher is the U.S.
mport elasticity (in absolute value) with respect to the real exchange
rate and U.S. income.

We do not specify a hypothesis with respect to the effects of risk ar}d
regime on the trade volume levels (x,, and m,,). In our empirical aqalysw,
by defining each variable X, M, P, and Y, for country j as deviations
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from its mean for that country, we remove country-specific influe
including the effects of risk, on the average level of trade during
estimation period. (This is equivalent to including country-specific i
cept dummies.) Because our measures of exchange rate risk vary

Table 5.1. U.S. bilateral manufactured trade,
share of total manufacturing trade (percent)

across countries and not across time, this precludes testing hypoth Country Exports tmports
about x,, and m,,. As noted above, however, we do not have unamb 1 Canada 27.36 18.40
ous hypotheses for these coefficients. 2 Japan 10.74 31.64
3  Mexico 9.73 7.70
. . 4 United Kingdom 7.40 4.58
5.3 Data and estimation procedure 5 Germany 6.84 791
Our empirical work focuses on quarterly U.S. bilateral trade flows f 6 France 487 3.45
1980 through 1993. We restrict our analysis to manufactures trade fi ; Eetheﬂands ggg ggg
to strip away the effects of trade in agricultural goods and raw mater 9 Sig;il;l) ore 203 355
Trade in agricultural goods, for example, has typically been more su 10 Australia 273 0.29
to restrictive import quotas or government procurement arrangem 11 Belgium 253 0.60
than other commodities. 12 Ttaly 232 3.19
Table 5.1 lists the 30 largest trading partners of the United States 13 Brazil 1.69 1.26
constitute our sample. They are reported in descending order by t 14 Switzerland 1.57 1.38
share of the summed dollar value of U.S. manufacturing exports, a 15 Malaysia 1.52 2.17
aged over the period 1990-2. The table also reports their shares of 16 Spain 139 0.57
manufacturing imports. These countries constitute roughly 83 percer 17 Venezuela 1.31 0.06
total U. S manufacturing exports and 80 percent of U.S. manufactr 18 Sweden L15 1.38
19 Thailand 1.08 1.67
imports.” . 20 Ireland 0.95 0.48
The dependent variables of our analysis are the real volumes of m 51 Israel ; 0.82 0' 6
facturing exports and imports. The real volume of U.S. bilateral exp 22 Philippines 069 115
(X) is defined as the dollar value of bilateral exports deflated b 23 Argentina 0.66 0.09
bilateral export deflator constructed as the weighted dollar price of 24 Colombia 0.66 0.14
exports of capital goods, airplanes, and other durable manufactures, 25 Chile 0.62 0.04
time-varying quarterly weights given by the foreign country’s shar 26 Indonesia 0.52 0.63
each category in its total manufacturing imports from the United St 27 Norway 0.47 0.11
The real volume of U.S. bilateral imports (M) is defined as the de 28  Denmark 0.45 0.32
value of bilateral imports deflated by the product of the for 29 New Zealand 0.32 0.04
30 Greece 0.22 0.05

wholesale price and the dollar price of foreign exchange. A det
description of the sources and construction of data is contained in
Appendix.

Among our explanatory variables, the relative price variabl
(i.e., the real exchange rate) used in both the export and import bilat
trade equations is defined as the nominal spot rate (quoted as do
per foreign currency of country j) times the ratio of country
wholesale price index to the U.S. wholesale price index. Y is th
income in the importing country, defined as nominal GDP deflate
the implicit GDP deflator; Y4 is U.S. real GDP. Limitations on

Note: Calculations are averages for 1990-2.

ailability of some variables restricted the data range for some coun-
13

es.

We have also constructed measures of cross-country characteristics

¢presented by the variable Z in our notation above) that may poten-

lly influence the volume and elasticities of trade. These included two

change rate risk measures — the variance of bilateral exchange rate
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changes (XRVAR) and the degree of bilateral exchange rate “fexi
(XRFLEX) — and a measure of each country’s openness (OPEN
definition and construction of these variables is defined below. T
presents the values of these Vamables as constructed for the

52. Cross-country regime characteristics

Abbreviation Sample Range XRVAR XRFLEX OPEN

period indicated for each country." can 80:1 93:12 0.15 0.08 0.46
The variance of the exchange rate (XRVAR) is measured co jap 80:1 9312 1.00 0.94 0.19
mex 80:1 93:12 3.69 0.28 0.21

ally from the residuals of a regression of percent monthly (log) ‘
. X . Kingdom  gbr 80:1 93:12 1.23 0.53 0.40
in the nominal exchange rate (expressed as domestic currency ; deu 80:9 9312 L1t 0.51 0.48
dollar) on 12 months of lagged changes, together with 11 season ; fra 80:1 93:12 112 0.48 036
mies. As is usually the case, it makes little quantitative di nds nld 80:1 93:12 1.14 0.37 0.95

whether anticipated or unanticipated, or nominal or real, exchan kor 80:1 9312 021 0.08 0.58

are used instead.” sin 80:1 93:12 0.16 0.04 2.97

Our measure of exchange rate flexibility, XRFLEX, is inte g}lxs ggii gzg g'fg 8?; ?;Z

capture the variance of the actual exchange rate change relativ ita 80:1 939 101 078 034

variance of the change that would have occurred in the ab e bra 80:1 92:12 331 0.30 0.16

foreign exchange market intervention. XRFLEX is defined as che 80:1 93:3 132 0.60 0.57

mal 80:1 93:12 0.15 0.02 1.05

esp 80:1 93:12 1.10 0.68 0.28

XRFLEX, = XRVAR,; ven 801 9x12 913 046 0.42

XRVAR + RESVAR swe 80:1 93:12 1.02 0.12 0.29

tha 80:1 92:12 0.24 0.10 0.49

where RESVAR, denotes the variance of changes of foreign e irl 80:1 93:12 1.08 0.10 0.98

reservesin domestlc currency terms, measured as a fraction of th IS;‘ ggfi 93f9 1.10 047 0.56

monetary base in country j. Analogously to XRVAR, RESVAI I;gl 301 ggg 42'25 g'% 8"1‘(2)

structed from the residuals of the actual monthly change (divide col 80:1 93.9 0.01 0.00 025

lagged base) regressed on 12 lags of the dependent variable, chi 80:1 93:12 0.88 0.52 0.42

with seasonals. The denominator in (5.4) can be interpreted as a idn Sgt} gg:g ég; g.gg 822
. « » nor : : X A .

of the variance of the “total” pressure put by macroeconomi dnk 01 o 106 004 05

on the exchange rate, given by the sum of actual as w.el.l as “ aland 7l 801 9312 112 0.01 043
exchange rate variability. RESVAR, captures the “incipient™ ¢ gre 80:1 91:3 101 0.56 0.37
the exchange rate that is prevented from occurring as a result o
exchange market intervention by country j. The change in for
change reserves (in domestic currency terms) is scaled by the
base because of the assumption that (unsterilized) foreign e
market intervention amounting to a 1-percent rise (fall) in the n
base prevents a l-percent domestic currency appreciation (
tion)."* XRFLEX thus measures the proportion of the pressur
exchange rate caused by macroeconomic shocks that is allowed
age over the perlod to translate into actual exchange rate chan:
exchange rate is perfectly flexible, that is, XRFLEX = 1, if

no unanticipated reserve changes (RESVAR = 0). The excha
is perfectly fixed, that is, XRFLEX = 0, if there are no unan
changes in the exchange rate (XRVAR = 0) or if the variance 0
changes is very large (RESVAR = o).

RVAR, XRFLEX, and OPEN denote the variance of exchange rate changes, the
f exchange rate flexibility, and multilateral openness, respectively, calculated over
ple range indicated. See the Data Appendix for details of calculation. XRVAR
multiplied by 1,000.

re 5.1 shows a scatter plot of the log of the exchange rate variance
he degree of exchange rate flexibility for each country calculated
e sample period (the abbreviations used for individual countries
ented in Table 5.2). The variances are logged to reduce the
spread of the unlogged values. Observe that there is very little
untry variation in the amount of exchange rate volatility against
r. This can be attributed largely to the fact that almost half of the
les in the sample, particularly those participating in the European
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-2

-4

-6

LOG XRVAR

Exchange Rate Mechanism, limit exchange rate changes agains
other much more than against the dollar. The lack of variat
XRVAR limits its usefulness in cross-country estimation becaus:
multicollinearity problems it introduces between this variable:a
magnitude of real exchange rate changes across countries. In co
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1. EX is distributed over its full range, reflecting cross-country varia-
< in intervention policy."”

he lack of cross-country variation in XRVAR implies, from inspec-
of the definition of XRFLEX (equation (5.4)), that the cross-
untry variation in XRFLEX is dominated by variation in RESVAR,
turing differences in individual countries’ average inclination to in-
ene against pressures on the exchange rate. In other words, because
re is little variation across countries in XRVAR, XRFLEX decreases
more that foreign exchange market pressures are absorbed by
anges in foreign exchange reserves. Thus, to the extent that the total
faced by exporting firms rises with foreign exchange market pressure
m macroeconomic shocks, an increase in exchange rate flexibility,
FIEX, may be interpreted as a fall in total risk. This is in accordance
h our Hypotheses (3b) and (4b).

A measure of each country’s multilateral openness to international
e over the sample period, OPEN, is also reported in Table 5.2.
EN is defined as the sum of a country’s total (nominal) exports and
orts relative to (nominal) GDP. This variable is intended to capture
ors influencing trade flows, such as the degree of foreign competition
country’s markets, as well as to control for non-risk-related country
aracteristics that might affect trade flows and trade flow elasticities.
Our specification follows equations (5.3a) and (5.3b), augmented with
en lags of the real exchange rate P; income Y enters only contem-
aneously. Interactive terms involving the degree of exchange rate
ibility (XRFLEX) and openness (OPEN) are included with the same
er of lags as the associated variable. Seasonal dummies and a time
dare included as well. The time trend is intended to capture possible
genous worldwide growth in trade volumes. In one set of regressions,
orting countries’ GDP is included as well in order to control for other
ply effects and check the robustness of results.
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Figure 5.1. Variance of the exchange rate (XRVAR) and the degree of &

rate flexibility (XRFLEX).

The regressions for U.S. bilateral exports and imports were estimated
a pooled times-series cross-section analysis with fixed effects. This
cedure produces more efficient coefficient estimates than a two-stage
cedure to explain the cross-country variation in the elasticity coef-
ents for relative prices and income. To control for country-specific
ocorrelation and cross-country heteroscedasticity we used the follow-
stimation procedure: (i) for each individual country, an estimate of
first-order serial-correlation coefficient (p;) was obtained from the
duals of an OLS log-linear regression of exports (or imports) on 0 to
gs of P, contemporaneous Y or Yy, and seasonal dummies'; (ii)
si-differencing the data for each country with p, that is, forming X, —
i1 for the dependent and explanatory variables, in order to control
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for serial correlation later in the pooled regression; (iii) repea
OLS for each country on its quasi-differenced data, obtaining
standard error equation estimate (SEE)), and then scaling the qua
differenced data for each country by this value, SEE;, to control
heteroscedasticity across country equations; (iv) then taking the de
tion from the mean of each transformed data series for the perio
order to control for fixed country effects; (v) for each variable, stac
all of the individual country data into pooled time-series vectors; and
with these pooled vectors, obtaining OLS estimates of the regres
specification described above. This procedure provides a consisten
mate of coefficients (see Kmenta 1986).” The sample range of obse
tions for individual countries in the stacked dependent-variable vee
is indicated in Table 5.2; the explanatory variable vectors are augme;
by the appropriate number of lags.

Note that the transformation of data into deviations from the me;
equwalent to including country intercept dummies in the pooled reg
sions.”” In this way we control for differences in trade flow levels ac
countries due to such time-invariant factors as distance from the Un

States.

®)

(©)

5.4 Empirical results

Tables 5.3 and 5.4 report the results of our pooled regressions
coefficient estimates for the real exchange rate, the importing count
GNP, the interactive term (P-XRFLEX), and the time trend are give
column (1). In column (2), a second interactive term (Y- XRFLEX
added. In column (3) the openness variable, OPEN, is added inte
tively with both of the time-varying variables. Column (4) augment
regression with the contemporaneous (transformed) level of expor
countries’ GDP. The coefficient reported for the real exchange
when entered alone and interactively is the sum of the coefficien
lags O through 7. We report results for all 30 countries in the sa
and for the 17 OECD countries alone in columns (5)-(8).” Resul
OECD countries alone are included because the OECD countries car
expected to be more homogeneous with respect to various factorsin
encing trade flows that are not captured in the regressions. The repo
standard errors are based on White’s (1980) heteroscedast
consistent covariance matrix.”> Plots of the residuals of the expor
import regressions indicate that the res1duals are of similar magm
across countries, with only a few outliers.”
Table 5.3 shows that the export volume elasticities with respect t
real exchange rate and foreign GDP have the expected positive sig
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A ¥ %k % 3 ¢ strongly significant in all specifications, as is consistent with Hypoth-
* * * * *® * — . . .
R N 3 es 1 and 2: For the full sample Qf countries, both of the interactive
S|-cdgsSscscssg~Se3SsS—=— || 8 ¢ms involving the degree of flexibility (XRFLEX) are positive and
=~ l ! = ificant across specifications without and with the openness interac-
~ n p p
. x N @0 ~ on terms (though including Y15 does lower the significance level for the
" P% P i g teractive term with foreign GDP). Thus, both the real exchange rate
2 T8RRI _[RJLEESS E&= | o asticity of U.S. exports as well as the elasticity of U.S. exports with
ElE|Tedefesece~eee S f gard to foreign GDP increase (in absolute value) as the degree of
3 3 .«change rate flexibility rises, as Hypotheses (3b) and (4b) imply when
8 ¥ -“S’ eater flexibility is associated with lower risk. For OECD countries
5] v eTma o~ R one, the interactive term with the degree of exchange rate flexibility is
© ol2z=3s38s2s =2 SR % ificant and positive only in its effect on the elasticity with rege.lrfi to
G e 5 reign GDP. The finding of a positive effect of exchange rate flexibility
>~ U.S. exports and the interpretation that greater exchange rate
g z % . o) -xibility is associated with lower risk is supported by the observation in
gecnno == RS = ction 5.3 that most of the variation in our exchange rate flexibility
Alocdsos s S S - || B easure is attributable to differences in incipient exchange rate changes
( g
N N S = 3 p . &
) fset by central bank intervention, rather than to differences in ex-
v = N M = ange rate variability per se.
i0F OFE OE _E E R g Regressions with exchange rate variability, XRVAR, substituted for
FOURERIQLITZILIZ=ES2ERL | 5 change rate flexibility, XRFLEX, are not presented here, but the main
| R i {0 3 ! ) 9 g y P
TlrEeETECEECEFeEce e T T g sults are easily summarized. Both of the interactive terms, P-XRVAR
: y .
2 § d Y- XRVAR, are far from significant in all specifications. As noted,
2 £ % N . % ~ is insignificance can be attributed to the small variation in exchange
* % * % * = T :
§ B ST N P T 5:33 t;varlib111ty across;our;tng; the relation bet . t
S | & slnSagSc83g383E38 2 E To enhance our understanding of the relation between exchange rate
= =] = . N .
i : 3 ibility and U.S. export elasticities, Figure 5.2 presents a scatter plot of
S| g = vidual country export elasticities with respect to the real exchange
* ) ; . 11
§ Z PR p ¥ 50 te (x,.) against our measure of exchange rate flexibility, XRFLEX. The
g qagagsTa®R 3 Tog | ice elasticities for each country are estimated from an OLS log-linear
A N Hodgss oo Sg S—=—| < ession using the quasi-differenced and SEE-scaled data following
: ~ ! ' 4 £ quas ; . .
D ) the general export equation specification. The elasticity and exchange
s ¥ % # = te flexibility observations for each country are weighted by the stan-
* * * . . . . .
S AR . v oo g d deviation of its (quasi-differenced and scaled) real exchange rate.
2 I=8242 28 oAl g 1s weighting procedure is analogous to the weight given each country’s
o N == R 33 S| 5 ; ghting p g ents Y
3 = ~ 2 servations in the pooled regressions and gives the more uncertain
S 3 timates less weight.”* The scatter plot shows a positive relation be-
& A 3 - ieen the export elasticities and the degree of exchange rate flexibility,
& SRS o : P & & y
<t S . Mo > % £ sistent with the positive sign on the corresponding interaction term in
o g = i i g.l % % w ¢ pooled regression; the positive relation is robust with respect to
% @.g 2 § v O Eé . % E s moval of outliers from the sample of countries.”
= dEla X A& X 4 X K o~ xQalz able 5.4 reports the results for U.S. bilateral manufacturing imports
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for the case reported in column (4), where exporters” GDPs are
ded. The positive sign implies that the absolute value of the real
nge rate elasticity declines, contrary to Hypothesis (4b). The inter-
1 term with Yy is negative and significant (mostly at better than 1
nt), indicating that the elasticity with respect to U.S. GDP falls as
nge rate flexibility increases. This is contrary to Hypothesis (4b) as
The latter effect is robust to the inclusion of interaction terms with
penness variable, as well as exporters’ GDPs. For the smaller
D sample, the two interaction terms involving XRFLEX are both
cantly negative when entered individually; but when both are in-
ed, only the term with Y, is significant (though only at 10 percent).
egative effect is especially strong when both openness and export-
GDP are included. Again the results are contrary to Hypothesis

25 + Carg

Cidn

Cgre

he import equations were also estimated, with XRVAR substituted
RFLEX. As with the export equations, the interactive term
RVAR was insignificant in all specifications. However, the term
RVAR was generally positive and significant at the 5 or 10 percent
The positive sign suggests that the import income elasticity in-
ises with exchange rate variability.

enoted in Section 5.2 that the import equations are less suitable for
ing our hypotheses, because foreign exporters’ supply responses may
nd on other country characteristics not considered here. In particu-
the import equation results could be influenced by the cross-country
¢lation between the exchange rate regime, exchange rate variability,
wage and price rigidities.” We return to a discussion of the import
ion results in Section 5.5.

urning finally to the interaction variables involving openness, re-
ed in columns (3), (4), (7), and (8) of Tables 5.3 and 5.4, we find that
both U.S. exports and imports the elasticities with respect to import-
DP generally increase with foreign country openness (the excep-
is when foreign GDP is added to the U.S. import equation). In other
, the more open are foreign economies, the greater the response of
xporters to foreign income demand shifts, as well as the response
oreign exporters to U.S. income demand shifts.

he interaction of openness with the real exchange rate is not signifi-
n the case of exports. In the case of U.S. imports, particularly for
OECD sample, there is some indication that the elasticity with re-
t to the real exchange rate falls (in absolute terms, since the alge-
¢ coefficient for P-OPEN is positive) with greater openness abroad.
bstain from speculating about explanations for this result.

‘e conclude this section by briefly comparing the results presented
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Figure 5.2. OLS estimates of export clasticity against exchange rate ﬂ

from all countries and for OECD countries.”® Import volume ela:
with respect to the real exchange rate and U.S. GDP have th
consistent with Hypotheses 1 and 2 (negative and positive, respe
and are strongly significant in all specifications. In the full samg
interactive term involving P and XRFLEX is positive and sig)
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here for pooled cross-section, time-series analysis with results |
ternative procedures. In particular, the Johansen procedure for:
ing long-run export elasticities in an error-correction mos
implemented.” The scatter plot in Figure 5.3 reveals that th
between the (weighted) real exchange rate elasticity for U.S.
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s and the (weighted) degree of exchange rate elasticity using the
en procedure is similar to the relation between the same two
ples in Figure 5.2, where individual country elasticities were OLS-
ted.” Thus the relation between bilateral export elasticities and

Ferg easure of exchange rate flexibility appears robust to estimation

5 Exchange rate regime and elasticities:
Additional considerations

ough we found that U.S. bilateral export elasticities increase with
gree of bilateral exchange rate flexibility of the importing country,
S. bilateral import regression results showed that increasing ex-
-rate flexibility in the exporting country is associated with a de-
ng elasticity of country j exports (in absolute terms) with respect to
ges in U.S. GDP. If higher values of our exchange rate flexibility
ure reflected increased risk for exporters, then this result would be
rdance with conventional hypothesis, but we have argued that
asing flexibility is associated with less risk.

Section 5.2 we suggested that the U.S. import regressions provide a
r test of the relation between elasticities and exchange rate re-
related risk than do the export regressions. The reason is that the
fon in export supply elasticities across countries affecting U.S.
elasticities is most likely to be strongly influenced by country-
fic factors abroad, such as factor market and price flexibility. It is
ble that the variation in these factors and the endogenous choice of
inge rate regimes play a role in our import results.

xplore this possibility further, we refer to the optimum currency
erature concerning the criteria for exchange rate regime choice.”
ral tenet of the OCA literature is that exchange rate adjustment

Cap
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Figure 5.3. Johansen estimates of export elasticity against exch

flexibility.

bstitute for nominal wage flexibility and/or labor mobility in
se to aggregate demand or supply shocks. Thus, the benefits of
le exchange rates rise with increasing rigidity of wages and labor
It follows that if the responsiveness of a foreign country’s export
decreases with a country’s degree of labor market rigidity, and if
es choose their exchange rate regime taking into account labor
rigidities, then lower export supply elasticities would tend to be
ted with greater exchange rate flexibility. As a result, in a cross-
of U.S. import elasticities with respect to U.S. GDP, the
geneity of exchange rate regimes with respect to foreign supply
cities would explain the observation that elasticities decrease (in
ute value) as bilateral exchange rate flexibility increases.

06 0.9 1.2
Welighted XRFLEX
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In another strand of the OCA literature, openness plays a major r
for the relative benefits and costs of exchange rate regimes. McKin
(1963) argued that the inflationary (deflationary) impact of a depreg;
tion (appreciation) is larger in an open economy than in a clog
economy. The explanation is that a large share of goods in the pri
index is affected by an exchange rate change immediately or, at
within a short time. If so, the supply response to an exchange rate chan
will be relatively small, even if the exchange rate change initially is re
because of expectations that the exchange rate change is likely to
reversed in the near future. Under these circumstances, the export su
ply elasticity with respect to a contemporaneous exchange rate chan
will be low in a relatively open economy. The positive sign for open
when interacting with the (negative) real exchange rate elasticity in
imports, as reported in Table 5.4, is consistent with this reasoning,

respect to U.S. GDP decreases with higher exchange rate flexibility. The
optimum currency area literature provides an explanation for this result
under the presumption that countries with substantial labor market
gidities, and therefore low export elasticities, are more likely to choose
4 high degree of exchange rate flexibility to facilitate price adjustment.
The analysis of this paper can be extended in several directions. One
,possibility is to take account of industrial composition effects. To the
extent that export supply elasticities vary across industries, the effects of
“cross-country differences in exchange rate regimes and risk on interna-
tional trade flows may depend on the industrial composition of exports to
destination markets. This would involve working with disaggregated
manufacturing data and pooling both across countries and across indus-
tries, while also adding variables to control for industry-specific charac-
teristics that reflect differential exposure to risk. Another avenue for
future research is to take account of how the nature of underlying shocks
— for example, domestic or foreign, real or nominal, permanent or tem-
porary — influences adjustment behavior across exchange rate regimes.
This would require a more formal analysis of the joint determination of
international investment, production, and trade flow decisions in a gen-
eral equilibrium stochastic framework. Such a framework would yield
testable hypotheses about how international trade behavior depends on
the underlying sources of exchange rate variability.

5.6 Conclusions

In this essay we have reexamined the existing evidence on the t
volume effects of exchange rate risk and exchange rate regime chyg
Our analysis involved estimating the effects of cross-country differe
in exchange rate regime on export and import elasticities using a cont
ous measure of the degree of exchange rate flexibility. We have arg
that risk for firms involved in international trade tends to decrease
greater exchange rate flexibility. In formulating our hypotheses w
gued that the cross-country variation in U.S. export elasticities wi
respect to the real exchange rate and foreign GDPs is primarily attriby
able to the cross-country variation in bilateral exchange rate regim
related risk. The cross-country variation in U.S. import elasticities;
the other hand, may depend on additional factors influencing supp
conditions in exporting countries.

The empirical results showed that U.S. export elasticity increases
the degree of bilateral exchange rate flexibility of the importing cou
We interpreted this result as an indication that the total macroeconom
risk exporters face decreases with the degree of exchange rate flex
ity in accordance with our hypotheses. This interpretation is suppo
by the observation that increasing exchange rate flexibility across
sample of countries is correlated with decreasing variability in for
exchange market pressures. Thus, our empirical evidence lends no
port to the conventional presumption that firms face more risk u
floating exchange rates, and that exchange rate flexibility reduces in
national trade.

The results for U.S. bilateral imports showed that the elasticity

DATA APPENDIX

Quarterly data for the period 1978:1 to 1993:1V for the dollar value of bilateral
manufactured exports and imports were obtained from the Department of Com-
‘merce, Bureau of Economic Analysis Trade Database. Manufactured trade flows
are defined as the sum of trade in capital goods (except automobiles), automotive
vehicles, manufactured consumer nondurable goods, and manufactured con-
sumer durable goods.

The real volume of U.S. bilateral exports (X) is defined as the dollar value of
bilateral exports deflated by a bilateral export deflator constructed as the
weighted dollar price of U.S. exports of capital goods (except automotive),
automotive vehicles, and consumer manufactures, with time-varying quarterly
weights given by the foreign country’s share of each goods category in its total
bilateral manufacturing imports from the U.S. The price data for U.S. manufac-
tured export categories were obtained from the Department of Commerce,
Bureau of Economic Analysis, Survey of Current Business. Since the price index
for exports of capital goods (excluding automotive) was unavailable before
1982:1, we backfilled missing observations by assuming that they grew at the
same rate as available data on “other” capital goods that excluded airplane and
computer equipment.
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The real volume of U.S. bilateral imports (M) is defined as the dollar Vi
bilateral imports deflated by the product of the foreign wholesale price 3
(period average) dollar price of domestic currency. The bilateral exchan
and wholesale price data were obtained from the International Monetary
International Financial Statistics (lines rh and 63, respectively). Due to ¢
availability of quarterly wholesale price numbers for France and Malays;
consumer price index (line 64) was used instead for these countries.

The relative price variable (P), that is, the real exchange rate, is defined
(period average) dollar price of the domestic currency times the domestic y
sale price index divided by the U.S. wholesale price index. (A rise in P
sponds to a real appreciation of the domestic currency against the dollar.

Real gross domestic product (V) data were obtained from IFS line
Where only annual real gross domestic product numbers were av:
(Belgium, Brazil, Chile, Colombia, Denmark, Indonesia, Ireland, Ma
Mexico, New Zealand, Philippines, Thailand, Venezuela, and Singapore
annual observations were interpolated to obtain quarterly observations, u:
distribution procedure provided by the econometric software package R

The measures of exchange rate variability (XRVAR) and fle;
(XRFLEX) were constructed for each country from monthly data, also ob
from the IFS (the sample periods for these measures are given in Table 5.2
bilateral exchange rate was measured by the end-of-month domestic ¢
per dollar rate (line ae). The monetary base (“reserve money”) and f
exchange reserves (“total reserves, excluding gold”) were obtained from I
and line 11.d, respectively; the latter series was converted into domestic cur
units using the end-of-month exchange rate. Since the base series for Col
had missing values for 1983.1-1982.2, 1983.4-1983.5, 1985.7-1985.8, 19
1986.1,1986.7,1986.10-1986.11, 1987.1-1987.2, 1987.4-1987.5, they were int
lated using the RATS distribution procedure. In addition, in the case
United Kingdom, a consistent monthly series for the base was not available
to 1986.9 because of a change in definition (with the Building Societies A
1986) that began treating deposits of building socicties as part of reserve
used the average of the ratio of observations from the old definition and thi
definition for two overlapping quarters (1986:I1T and 1986:1V) to scale up
terly numbers available for the old definition to match the new definition fi
period prior to 1986.9. These scaled-up new quarterly numbers were then
polated to obtain monthly observations using the RATS distribution proc:
as above.

The variance of the exchange rate (XRVAR) is measured conditionally
the residuals of a regression of percent monthly (log) changes in the (en

period) nominal exchange rate on 12 months of lagged changes, together wi
seasonal dummies. XRFLEX was defined as by equation (5.4) with RES
constructed from the residuals of the actual monthly change in reserves (di
by the lagged base) regressed on 12 lags of the dependent variable, together
seasonals.

The openness variable (OPEN) was constructed as the sum of a cot
total nominal exports and imports in domestic currency (lines 70 and

octively) divided by nominal GDP (line 99b.c). Due to the' unavailgbilit){ of
tilateral exports and imports in local currency for Argentmg, Brazﬂ,. Chile,
mbia, Indonesia, and Venezuela, multilateral exports and 1rgports in US

s (lines 70..d and 71.vd) were converted to local currency using the period
ége exchange rate (line rf) for these countries.

NOTES

.arch assistance by Barbara Rizzi is gratefully acknoxyledged. We thank
im Bayoumi, Benjamin Cohen, Linda Goldberg, and Richard Sweency for
il comments. The views presented in this paper are those of the a}lthors
¢ and do not reflect those of the Federal Reserve Bank of San Francisco or
Board of Governors of the Federal Reserve System.

Related measures of exchange rate flexibility have been developed by
Holden, Holden, and Suss (1979) to test optimum currency hypotl}eses, and
by Glick, Kretzmer, and Wihlborg (1995) to explain cross-regime differences
_in the real effects of monetary shocks. S

_ Edison and Melvin (1990) provide a critical survey of the empirical literature
~ on exchange rate volatility and international trade. . . .
Nevertheless, Kenen and Rodrik interpreted their findings as evidence in
support of arguments for greater exchange rate fixity. o
_:Oxelheim and Wihlborg (1987) explore the corporate finance implications of
this view. ‘

. The standard partial equilibrium model assumes two countries, each produc-
ing a single tradable good that is an imperfect substitute fo.r .the gopd pro-
duced in the other country. If, as is often assumed in the empirical estimation
of international trade equations, supply elasticities are inﬁnite,. then ‘Fhe
estimated coefficients depend only on demand elasticities .in the importing
- country. However, below we assume that supply elasticities are less thgn
_infinite, but that supply effects show up primarily in the cross-country varia-
tion in sensitivity to exchange-rate regime-related risk. ,

. In our empirical analysis we report results for regressions augmented by the
 ‘GDP of the exporting country to control for supply effects not othewlse
- captured. Hooper and Marquez (1995) survey the large qumber of empmcal
 studies, using a wide variety of theoretical models and estlmat'wn techniques,
““that have estimated price and income elasticities of international trade. _

. We discuss these country-specific characteristics more fully in the following
section. o .
. Itis generally recognized in the corporate finance field that a project s “own

© variance increases the cost of capital even when shareholders can diversily
project-specific risk. Another argument for a negative ‘ef_fect of risk on the
capital stock involves viewing the firm as having an option as lqng as invest-
ment in sunk costs has not taken place. The value of this option increases

» with uncertainty. ‘
9. See, for example, Giovannini (1988) and Aizenman (1992). Brada and
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Mendez (1988) suggest that a positive relation between exchange rat stervention by the United States against currency j. This is a reasonable
ability and trade flows may arise because of an association of fixed exc haracterization of U.S. exchange rate policy.

rates with restrictive commercial policies. ' ur XRFLEX variable remains quite stable for almost all countries when
See, for example, Dixit (1989a, 1989b) and Baldwin and Krugman (1 _constructed over various five-year subperiods withir} .the overallhsample
particularly accessible variation of this argument can be found in Kru range, indicating that the exchange rate regime for individual countries does
(1989, chap. 2). Aizenman (1992), Goldberg and Kolstad (1995) ot change much over the sample.

Goldberg (this volume) explore the international direct investment imp ‘We do not allow individual time trends in these individual country regres-
tions of variable exchange rates more formally. Aizenman (1992) form ions. In the pooled regressions the time trend variable is constrained implic-
an open economy model in which risk-neutral producers engage in fc 'iﬂy to be identical across countries. The refsults ‘with respect to our
investment in order to achieve ex post production flexibility and ,,hypotheses are not affected if the trend term is omitted from the pooled
profits in response to real and nominal shocks. He characterizes h fegression. .
association between investment and exchange rate variability depends As with most other empirical analyses of international trade flows, it 1s
nature of the underlying shocks. Goldberg and Kolstad (1995) show assumed that the real exchange rate and income are predetermineq with
investment decisions depend on the degree of risk aversion. For risk-n respect to trade flows. Possible simultaneity bias with our OLS estimates
producers, foreign investment decisions do not depend on volatility in hould be less important for analyzing the effects of risk on trade flows than
framework. However, for risk-averse producers secking to diversify r for estimating the magnitude of trade elasticities. At the end of Section 5.4
share (though not necessarily the level) of foreign investment increa; we check the sensitivity of our results to estimating elasticities from co-
exchange rate variability rises. integrating relationships.

In general, the theory of investment assumes lags in the adjustment ¢ ‘Because the variables in Z; are time-invariant by definition, the product of Z;
desired capital stock; we abstract from these considerations here. and the demeaned variables P; and Y are also demeaned.

empirical analysis we implicitly take account of possible investment lag: 1. Mexico, a recent member of the OECD, is excluded from the OECD sample.
including lags of the explanatory variables. ’ This was implemented with RATS’ ROBUSTERRORS option.

South Africa is excluded, even though it is among the top 30 largest These plots are available upon request.

trading partners, because of the world trade embargo in effect for most 4: This scatter gives only a suggestive understanding of the relation between
sample period. : _the export elasticities and the degree of export flexibility because it ignores
Quarterly data for some variables, notably real GDP, were interpolate possible correlations among these variables and other variables in the gen-
some countries from annual data as described in the appendix. “eral export regression. Countries with wrong signs are omitted.

The sample periods indicated in Table 5.2 allow for seven lags for 5. A line fitted to the points in Figure 5.2 is significantly positive at better than
country in the pooled estimation of equations (5.3a) and (5.3b). 1 percent.

Various (nominal and real) exchange rate risk measures have been 6. Denmark is removed from both samples, because with a high export elastic-
ployed in international trade analyses. These include the absolute diffe ~ ity (in absolute terms) and a very low degree of exchange risk flexibility, it
between current spot rates and corresponding earlier forward rates (Hoo appeared to be an extreme outlier. Removing it from the samples improved
and Kohlhagen 1978; Maskus 1986; Cushman 1988), the absolute vali the significance of the results, without affecting signs.

current and/or lagged changes in the exchange rate (Bailey, Tavlas, and “We do not show a scatter plot for import elasticities and XRFLEX analogous
1986), moving-sample standard deviations of past exchange rate cha to Figure 5.2 because of the problems of interpreting the import results.
(Ahktar and Hilton 1984; Gotur 1985; Kenen and Rodrik 1986; Cusl The procedure was implemented with RATS” CATS procedure, with the
1983, 1986, 1988; Bailey, Tavlas, and Ulan 1987; Koray and Lastrape DRIFT option (implying a random walk trend in the data space), for a thrge—
Klein 1990; Lastrapes and Koray 1990; Chowdhury 1993), and deviation: variable system consisting of the (logged) real exchange rate, importing
exchange rate changes from trend or other estimated processes (Cu ‘ - country GDP, and real trade flow, as well as seasonal dummies. The income
1988; Peree and Steinherr 1989; Asseery and Peel 1991). Others have _variable was assumed to be weakly exogenous. For each country, enough
ployed conditional variance measures based on ARCH models (Arize | lags were included to reduce the significance of any first-order serial
Kroner and Lastrapes 1993; Caporale and Doroodian 1994). correlation in the system’s residuals to less than 5 percent. The reported
This assumption can be motivated by a monetary approach model to clasticities were taken from normalization of the cointegrating relgtion.
balance of payments. See, for example, Girton and Roper (1977), who Countries with wrong signs for either the relative price or income variable
struct an exchange rate pressure variable with an incipient componen “~are omitted.

fined similarly to ours. Note also that our definition abstracts from 9. A line fitted to the points in Figure 5.3 is significant at 8 percent.
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30. For a review of the OCA literature a classic reference is Tower an,
(1976). An updated review can be found in Wihlborg and Willett (19
classic references are Mundell (1961), McKinnon (1963), and Kene
Bayoumi and Eichengreen (this volume) present empirical tests of
dictions of this theory.
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